3.29. ITERATIVE METHODS

So far we have studied some direct methods which yield the solution after a certain
amount of fixed computation, for the solution of simultaneous linear equations. Now we shall
discuss the iterative or indirect methods. In these methods we start from an approximation to
the true solution and, if convergent, derive a sequence of closer approximations. We repeat the
cycle of computations till the required accuracy is obtained.

But the method of iteration is not applicable to all systems of equations. For this, in the
system each equation of the system must contain one large coefficient (much larger than the

others in that equation) and the large co-efficient must be attached to a different unknown in
that equation.

‘_In other words the solution of a system of linear equations will exist by iterative procedure
if the absolute value of the largest co-efficient is greater than the sum of the absolute
values of all remaining co-efficients in each equation (condition for convergence).

Now we shall go through some of such methods. //




3.29.1. Jacobi Method of Iteration or Gauss-Jacobi Method
Consider the system of equations

alx+bly+clz=d1

A% + gy + cpz = d, - (1)
a3x+b3y+csz=d3
Letlal'>|b1|+|CII;|172|>|a2|+|cz|;|c3|>|a3|+‘b3|

i.e., in each equation the co-efficients

. : of the diagonal terms are large. Hence the system (1) is
ready for iteration. Solving for x, y,

z respectively, we get

|
)

1

y=1-dy—apx-cp) | ..£2)
2
1

2= (dy—ax-by)
C3

Letx,, y,, z, be the initial approximations of the unknowns x, y, z. Substituting these on
R.H.S. of (2) the first approximations are given by

1

Xy = (dl‘b1yo‘clzo)
a,
1

yl = b— (d2—a2x0—czzo)
2

1
“y= g (d3 - agxy - byyy)
Substituting the values X1, ¥y, 27 1n the R.H.S. of (2), the second approximations are
given by

1

&g = a, (d)=byy,—cpzy)
.

Yo = by (dy—azx - cp2y)

1
29 = g (d3—agx, - by,
Proceeding in the same way if x , y , z, are the rth iterates then

xr+1

1
= 3—1 d,-by.-c,z)

1
Yes1 = B; (dy - a,x, - c,z,)

- - (dg - agx, - byy,)
Cs
The process is continued till convergency is secured.
Note. In the absence of any better estimates the initial approximations are taken asx, =0,
Yy 0= 0, Zo =0.
Example. Solve by Jacobi iteration method the system 8x - 3y + 2z =20 ; 6x + 3y + 122

=35;and 4x + 11y -z = 33.

zr-&l




Sol. Consider the given system as
8 -3y + 2z =20
4x - 11y -2z =33
6x + 3y + 122 = 35
so that the diagonal elements are dominant in the co-efficient matrix. Now we wri

te the equa-
tions in the form
x=%(20+3y—2z)
1
.2 _ , (1)
Y=1 (33 —4x + 2)
1
z2=1, (35 —6x — 3y) ‘

We start from an approximation x, =y, =2,=0 substituting these on R.H.S. of (1), we
get

First approximation
1
% =3 [20 + 3(0) — 2(0)] = 2.5
1
1=17 [33-4(0)+0]=3

2, = Ili [35 — 6(0) — 3(0)] = 2.9166667
Second approximation

Substituting x,, ¥,, 2z, on R.H.S. of (1), we get
1
X =g [20 + 3(3) — 2(2.9166667)] = 2.8958333
1
Y2= 11 [33 — 4(2.5) + 2.9166667] = 2.3560606

1
2,= 1o [35 — 6(2.5) — 3(3)] = 0.9166666
Third approximation

Substituting x,, ¥,, 2, on R.H.S. of (1), we get
1
%=3g [20 + 3(2.3560606) — 2(0.9166666)] = 3.1543561
1
¥3=7171 [33 — 4(2.8958333) + 0.9166666] = 2.030303
' 1
23= 19 [35 — 6(2.8958333) — 3(2.3560606)] = 0.8797348
Fourth approximation
Substituting x,, ¥,, 2; on R.H.S. of (1), we get
1
%=3g [20 + 3(2.030303) — 2(0.8797348)] = 3.0414299

1
Y™y (33 - 4(3.1543561) + 0.8797348] = 1.9329373

1
2=1a [35 — 6(3.1543561) — 3(2.030303)] = 0.8319128



Fifth approximation
Substituting x,, ¥,, 2, on R.H.S. of (1), we get

1

=3 [20 + 3(1.9329373) - 2(0.8319128)] = 3.0168733
1

Vg = 11 [33 - 4(3.0414299) + 0.8319128] = 1.9696539

&
%= 19 (35 — 6(3.0454299) — 3(1.9329373)] = 0.9127173

Sixth approximation
Substituting xg, y5, z; on R.H.S. of (1), we get

1
*6=7g (20 + 3(1.9696539) — 2(0.9127173)] = 3.0104409
1
Y6 =17 [33 — 4(3.0168733) + 0.9127173] = 1.9859295

1
Zg = 12 [35 — 6(3.0168733) — 3(1.9696539)] = 0.9158165
Seventh approximation
Substituting x4, y,, 2, on R.H.S. on (1), we get
1
Xy =g [20 + 3(1.9859295) — 2(0.9158165) = 3.0157694

1
Y1=11 [33 — 4(3.0104409) + 0.9158165] = 1.9885503

1
=12 [35 — 6(3.0104409) — 3(1.9859295)] = 0.9149638
Eight approximation
Substituting x,, y,, 2; on R.H.S. of (1), we get

Xg = % [20 + 3(1.9885503) — 2(0.9149638)] = 3.0169654

Zq

Yg = —111- [33 — 4(3.0157694) + 0.9149638] = 1.9865351

2g= %2— [35 — 6(3.0157694) — 3(1.9885503)] = 0.9116443
Ninth approximation
Substituting x,, yg, zg on R.H.S. of (1), we get

Xg = —81- [20 + 3(1.9865351) — 2(0.9116443)] = 3.0170396

Yo = —11—1 (33 — 4(3.0169654) + 0.9116443] = 1.9857984

2y = —1—12— [35 — 6(3.0169654) — 3(1.9865351)] = 0.9115501
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Tenth approximation
Substituting x4, y,, 2 on R.H.S. of (1), we get

X0 = % (20 + 3(1.9857984) — 2(0.9115501)] - 3.0167869

Y10 = i}i (33 — 4(3.0170396) + 0.9115501] = 1.9857629

240 = 115 (35 — 6(3.0170396) — 3(1.9857984)] = 0.9116972

Eleventh approximation
Substituting x,,, ¥,9, 210 on R-H.S. of (1), we get,

Xy = % [20 + 3(1.9857629) — 2(0.9116972)] = 3.0167368
Ju® Tli (33 — 4(3.0167869) + 0.9116972] = 1.9858681

zy, = —1% (35 — 6(3.0167869) — 3(1.9857629)] = 0.9118326

Twelfth approximation
Substituting x,,, ¥,,, 2;; on R.H.S. of (1), we get

]

X12=g (20 + 3(1.9858681) — 2(0.9118326)] = 3.0167424
1

Y12= 17 [33 — 4(3.0167368) + 0.9118326] = 1.9858987

1
212= 19 [35 - 6(3.0167368) — 3(1.9858681)] = 0.9118312

From the 11th and 12th approximations the values ofx, y, z are same correct to four
decimal places. Stopping at this stage, we get x = 3.0167,y = 1.9858, z = 0.9118.

3.29.2. Gauss-Seidel Iteration Method
This is a modification of Gauss-Jacobi method. As before the system of the linear equations
ax+by+cz=d,
ax+by+cz=d,
agx + byy + c;z = d; is written as

3

1
x= e (d; - by —cy2)

(1)

v

1
= E (d, — ax —c,2)

1
z=—c; (ds-—asx—bay) ‘

and we start with the initi imati 4o gs .
tiom of (1), wogek~ initial approximation x,, y,, z,. Substituting y, and 2, in the first equa-

1
" a, (@)= by —czp)



Now substituting x = x,, z = z, in the second equation of (1), we get
1
Sl % (dy ~agx ~cpz)
Substituting X =Xx,,y =¥, in third equation of (1), we get
1
2, = ;;- (dg ~agx, - byy,)
This process is continued till the values of x, y, z are obtained to desired degree of accu-

racy. The general algorithm is as follows :
If x,, ¥, 2, are the kth iterates then

1
1
Ykn = by (d, - 8,%,,; = CoZy)

1
and 0 (d; - 25Xy, = Dg¥i)-
3
Since the current values of the unknowns at each stage of iteration are used in proceed-

ing to next stage of iteration, this method is more rapid in convergence than Gauss-Jacobi
method.

The rate of convergence of Gauss-Seidel method is roughly twice to that of Gauss-Jacobi
and the condition of convergence is same as we stated earlier.
Note. Gauss Seidel iteration method converges only for special system of equations. In general

the round of errors will be small in iteration methods more ever these are self-correcting methods. Any
error made in computation, will be corrected in the subsequent iterations.

ILLUSTRATIVE EXAMPLES

Example 1. Solve the equations by Gauss-Seidel iteration method.
| 8x -3y + 22z =20
4x + 11y -2z =33
6x +3y +122=35
Sol. From the given equations, we have

1

x=g (20 + 3y — 22) (1)
1

y= ﬁ (33—4x+z) .“(2)
1

- — (35-6x—~38
z2=15 (35 — 6x - 3y) A3)
Putting y = 0, z = 0 in the R.H.S. of (1), we get

xl-g—q =25

Putting x = 2.5, z = 0 in the R.H.S. of (2), we get
y = 'i!i [33 - 4(2.5)] = 2.0909091
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Putting x = 2.5, y = 2.0909091 in R.H.S. of (3), we get
z, = —111‘ [35 - 6(2.5) - 3(2.0909091)] = 1.1439394

For the second approximation

1 1
X=g (20 + 3y, - 22,] = 8 [20 + 3(2.0909091) - 2(1.1439394)] = 2.9981061

1 1 ,
Ya= 19 (33 - 4x, + 2,] = 11 [33 — 4(2.9981061) + 1.1439394] = 2.013774]

1 1
%= 15 [35 - 6x, - 3y,] = 12 [35-6(2.9981061) — 3(2.0137741)] = 0.9141703
Third approximation
1
¥s=3 [20 + 3(2.0137741) — 2(0.9141701)] = 3.0266228
1
Y3= 11 [33 — 3(3.0266228) + 0.9141701] = 1.9825163

1
2y = 7 [35-6(3.0266228) - 3(1.9825563)] = 0.9077262

Fourth approximation
1
%, = 5 [20 + 3(1.9825163) — 2(0.9077262)] = 3.0165121

1
Yy = 11 [33 — 4(3.0165121) + 0.9077262] = 1.9856071

1
2=15 [35 - 6(3.0165121) — 3(1.9856071)] = 0.9120088
Fifth approximation
1
Xg = 8 [20 + 3(1.9856071) — 2(0.9120088)] = 3.0166005

1
¥s=711 [33 — 4(3.0166005) + 0.9120088] = 1.9859643

1
25= 15 [35 - 6(3.0166005) — 3(1.9859643)] = 0.9118753

Sixth approximation
1
%=1g [20 + 3(1.9859643) — 2(0.9118753)] = 3.0167678
1
%=1 [33 — 4(3.0167678) + 0.9118753] = 1.9858913

1
%= 1o [35 - 6(3.0167678) — 3(1.9858918)] = 0.9118099
Seventh approximation

1
=3 [20 + 3(1.9858913) — 2(0.9118099)] = 0.0167568

1
Y= 11 [33 - 4(3.0167568) + 0.9118099] = 1.9858894

1
2= 1o [35 ~ 6(3.0167568) — 3(1.9858894)] = 0.9118159.
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x=3.0167,y = 1.9858,z = 0.9118
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Example 2 U18mg Gauss-Seidel iteration method solve the system of equations
Ox-2y-z-w=3;-2x+10y-z-w=15;
~Xx-y+102-2w=27;-x-y-2z+ 10w=-9.

Sol. The .co-ef‘ﬁmen.t matrix of the given system is diagonally dominant. Hence we can
apply Gauss-Seidel iteration method.

From the given equations, we can write

x=1-10[3+2y+z+w] A1)
y=1—10[15+2x+z+w] ..(2)
z= Tlﬁ 27 + x + y + 2w] .(3)
w=T16[—9+x+y+2z] ...(4)

First approximation
Puttingy =z = w = 0 RH.S. of (1), we get

3
x1=16=0.3

Puttingx =0.3,z=w=00n R.H.S. of (2), we get

Y= T16 [15 + 2(0.3)] = 1.56
Puttingx = 0.3,y = 1.56, w = 0 on R.H.S. of (3), we get

1
=70 [27 + 0.3 + 1.56] = 2.886
Putting x = 0.3,y = 1.56,2 = 2.886 on R.H.S. of (4), we get

w, = 116 [-9+0.3+1.56+ 2(2.886)] = —0.1368
Second approximation

xy = '116 (3 + 2(1.56) + 2.886 — 0.1368] = 0.88692

g = L 15 +2(0.88692) + 2.886 - 0.1368] = 1.952304
2= 10

. ’116 (27 + 088692 + 1952304 + 2(~ 0.1368)] = 2.9565624

_1_ -9+ 0.88692 + 1.952304 + 2(2.9565624)] = 0.0247651
W2= 10
Third approximation

_ 1 (342(1.952304)+ 9.9565624 — 0.0247651] = 0.9836405
=10

X3

1 (15 +2(0.9836405) + 2.9505624 — 0.0247651] = 1.9899087
Y= 10




2y = ‘i16 [27 + 0.9836405 + 1.9899087 + 2(- 0.0247651)] = 2.9924019

wq = -116 -9 + 0.9836405 + 1.9899087 + 2(2.9924019)] = — 0.0041647
Fourth approximation

X, = —1~10 [3 + 2(1.9899087) + 2.9924019 — 0.0041647] = 0.9968054

Vo= 1—10 (15 + 2(0.9968054) + 2.9924019 — 0.0041647] = 1.9981848

2, = Tl(i [27 + 0.9968054 + 1.9981848 + 2(— 0.0041647)] = 2.9986661
1
Wy =75 [- 9 + 0.9968054 + 1.9981848 + 2(2.9986661)] = — 0.0007677
Fifth approximation

Xg = 1—10 [3 + 2(1.9981848) + 2.9986661 — 0.0007677] = 0.9994268

Yg = 1—10 (15 + 2(0.9994268) + 2.9986661 — 0.0007677] = 1.9996752
25 = 1—10 [27 + 0.9994268 + 1.9996752 + 2(— 0.0007677)] = 2.9997567
wg = 116 [ 9 + 0.9994268 + 1.9996752 + 2(2.9997567)] = — 0.0001384

Sixth approximation
1
Xg= 10 [3 +2(1.9996752) + 2.9997567 — 0.0001384] = 0.9998968

1

Y6= 10 [15 + 2(0.9998968) + 2.9997567 — 0.0001384] = 1.9999412
1

%= 710 [27 + 0.9998968 + 1.9999412 + 2(— 0.0001384)] = 2.9999561

1
Weg = Ia [-9 + 0.9998968 + 1.9999412 + 2(2.9999561)] = — 0.0002498
Seventh iteration

1
%1=710 [3 + 2(1.9999412) + 2.9999561 — 0.0002498] = 0.9999588
1
Y1= 10 [15 + 2(0.9999588) + 2.9999561 — 0.0002498] = 1.9999624
b |
Z1= 70 [27 + 0.9999588 + 1.9999624 + 2(— 0.0002498)] = 2.9999422

1 .
5 = 16 [- 9 + 0.9999588 + 1.9999624 + 2(2.9999422)] = - 0.0001945

Now from sixth and seventh approximations the values of x, ¥, z correct to four decimal
places are

x=0.9999, y = 1.9999, z = 2.9999, w = - 0.0002.
3.29.3. Relaxation Method
Consider the equations a x + by +ez = d,
ax +byy + cpz =d,
agx+by +ez=d,



We define the residuals rys P'gy Ty by the relations
ry=d;,-ax-by-cgz
rg=dy=a ~bgy-cg }
ro=dy—agx —bgy —Cyt

. To start with, we assume x = y = z = 0 and calculate the initial residuals. Then these
residuals are reduced step by step by giving increments to the variables. If we can find x, y, 2
such that the residuals r| = r, = ry = 0 then those values of x, y, z are the exact values. Other-
wise we liquidate the residuals smaller and smaller and finally negligible to get better ap-
proximate values of x, v, z. For this purpose we construct an operation table as shown below :

..(1)

X k4 z r ry Ty
1 O 0 "'al -az —aa
0 0 1 -c, -c, -c,

From equations (1) we can see that ifx is increased by 1, keeping y and z constant, r,, r,
and ry decrease by a,, a,, a, respectively.

. Tbis is shown in the above table along with the effects on the residuals wheny and z are
given unit increments. It can be noted that the operation table consists of the unit matrix I and
transpose of the co-efficient matrix.

At each step the numerically largest residual is reduced almost zero. To reduce a par-

ticular residual the value of corresponding variable is changedi.e. to reduce say r, by oy should
be increased by o/b,. When all the residuals have been reduced to almost zero, then the incre-

ments in x, y, z are added separately to give the desired solution.

Note. After finding x, y, z substitute them in (1), and check whether the residuals are negligible
or not. If not then there is some mistake and the entire process should be rechecked.

3.29.3. (a) Convergency of the relaxation method

This method can be applied successfully only if the diagonal elements of the co-efficient
matrix dominate the other coefficients in the corresponding row i.e., if in the equations (1)

|a1|2|b1]+|c1|;|b2|2|a2|+|02|;and|03|2|a3|+|b3|withstrict
inequality for at least one row.

ILLUSTRATIVE EXAMPLES

Example 1. Solve by relaxation method, the equations
10x-2y-22=6;,-x+10y-22=7;-x~-y+ 10z = 8.

Sol. The residuals r,, r,, ry are given by
rl=-6-10x+2y+22;r2=-7+x—10y+2z;r3=8+x+y-102

The operation table is
x y 4 r, rg ,-3
1 0 0 -10 1 1 |eL,
0 1 0 2 -10 -
0 0 1 2 2 -10 |eL




The relaxation table is

x y z r, Ty Ts

0 0 0 6 7 8 «L,

0 0 1 8 9 -2 ‘-LG'L4+L3
0 1 0 10 -1 -1 4—L¢,---Ls...]_,2
1 0 0 0 0 0 <-—L-,=I=L°-0-L1

Explanation. (i) In the line L, largest residual = 8

To reduce it we give an increment -68— = % =08=1
3

The resulting residuals are obtained by L, + (1) Ly i.e.,line L.

(i¢) In the line L, largest residual = 9

Increment = L] = L =09=1
b, 10
The resulting residuals (= Ly =L,+1L,
(¢27) In the line L largest residual = 10

Increment = 1—0 = —12 =1

a; 10
The resulting residuals (= L,) =L, + 1.L;, which are all zero’s.
= Exact solution is arrived and itisx =1,y =1,z =1.
Example 2. Solve by relaxation method, the equations
Ix-y+2z2=9,x+10y-22=15,2x-2y - 132 =- 17.
Sol. The residuals r, r,, r, are given by
ri=9-9x+y-2z;r,=15-x-10y +2z;ry=-17-2x + 2y + 132
The operation table is

x y z Ty Ty Ts
1 0 0 -9 -1 -2 « L,
0 1 0 1 -10 2 «L,
0 0 1 - 2 13 e
The relaxation table is
x y z r, ry s R
0 0 0 9 15 -17 «L,
0 0 1 7 17 -4 «Lg=L,+ 1L,
0 1 0 8 7 -2 Lg=Lg+ 1L,
0.89 0 0 -0.01 6.11 -3.78 « I, = Le + O.89Ll
0 0.61 0 0.6 0.01 - 2.66 - La = L., + 0.61L,
0 0 0.19 0.22 0.39 -0.09 Ly =Lg +0.1L,
0 0039 | 0 0.259 0 -0.012 | « Ly =Ly +0.039L,
0.028 | 0 0 0.007 | -0.028 -0.068 | L, =L, +0.028L,
0 0 0.00523 - 0.00346 - 1.01754 - 0.00001 | « le = Lu + 0.00623[-,
iy




. 19;1‘2};18 x=089+0.028=0918;y=1+0.61+0.039=1649 and z=1 + 0.19 + 0.00523

Now substituting the values of &, ¥, 2 in (1), we get
r,=9-9(0.918) + 1.649 - 2(1,19523) = - 0.00346
ry=16 - 0.918 - 10(1.649) + 2(1.19523) = - 0.01754
re==—17- 2(0.918) + 2(1.649) 4+ 13(1.19523) = - 0.00001

which are in agreement with the final residuals in the table.
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TEST YOUR KNOWLEDGE

Solve the following system of linear equations by (i) Gauss elimination method (ii) Gauss Jordan
method, (iii) Triangularization method and (iv) Crout’s method :

Sx+4y-2=8;-2x+y+2=3;x+2y-2=2
10x+y+2=12;x+10y+2=12;x+y + 10z2=12
Ix+y+22=3;2x-3y-2=-3;x-2y+2=-4

2x -6y +82=24;56x+4y-32=2;3x+y+22=16
x+2y-2=3;3x-y+2z2=1,2x-2y+32=2
2x-3y+2z=-1,x+4y+5=25,3x -4y +2=2

2x +y+42=12,8x -3y +22=20;4x + 11y -2 =33
2x+y+2=10,3x+2y+32=18,x+4y + 92 =16
x+2y+2=8;2x+3y+42=20,4x+3y +2z=16

Bx, + 2x, + x5 = 12 ; —x, + 4x, + 2x4 = 2, 22, - 3x, + 10xy = — 45
xl-—xz—xa-x4=2;2x1+4x2—3x3=6,3x2—-4x3—2x4=-1;—2351*4"3*3’4:"3

x, + 20, + 3wy +4x,= 20 Bx, - 2x, + By + 4x, = 26, 2z, + ¥y ~ 4xy + Tx, = 10 4x, + 2%, — B,
—4x,=2
5x1:x2+x3+x4=4;x1+7x2+x3+x4=12,x1+x2+6x3+x4=—5;x1+x2+x3+4x4=-6
le+x2+5x3+x4=5;x1+x2—3x3+4x4=—1,3x1+6x2-2x8+x4=8;2x1+2x2+2x3—3x4=2
x+y+22-w=5;x+3y+22+w=17,x+y+3z+2w=20;x+3y+4z+2w=27.

Solve the following system of linear equations (i) by Gauss-Jacobi’s method and (ii) by
Gauss-Seidel iteration method :

2x+y+z=4,x+2y+z=4;x+y+22=4
8x+y+z=8;2x+4y+z=4;x+3y+52=5
5x+2y+z=12,x+4y+2z=15,x+2y+52=20
9x+2y+4z=20,x+10y+4z=6,2x—4y+102:—15
54x+y+z=110,2x+15y+62=72,—x+6y+27z=85
28:-4y—z=32,x+3y+102=24,2x+17y+4z=35
5ac-y+z=10,2x+4y=12,x+y+51=-—1
1&:,-&,—2:,:3,4:1-10x2+3x3=—3,x1+ﬁx2+ 10xy =~ 3
10:+2y+z=9,2x+20y—2z-—44,-2x+3y+102-22
10::,+7x,+8uc3+7x‘=32;7x,+5x,+6xs+5x‘=23;
8x, + 6x, + 10x,+9x‘-33;7x,+5x,+9:t,+10::‘-31.
Solve by the relaxation method, the following equations :
9:-—2y+z-50,x+6y—31-18,-2x+2y+7z-19
3:+9y-2;-11,4a+2y+lﬂz-24.4x—4y+3:--8

4216x — 1212y + 1,106z = 3.216, - 2.120x + 3.506y - 1.632s = 1.247, 1.122x - 1.313y + 3.9862
=2.112

10x — 2y - 3z = 305, — 2x + 10y ~2z = 1564, ~2x -y + 102 = 120

Bx, +x, + %y +x,= 14 2%, + 10x, + Bx, + x, = - B,x, ~ 2, - 20x, + 3x, = 111, 3x, + 2x, + 2%y + 19x,
= 53.




3.28.2. Gauss-Jordan Method

This method is a modified form of Gauss-elimination method. In this method the
co-efficient matrix A of AX = B is reduced to a diagonal matrix or unit matrix by making all the
elements above and below the principal diagonal of A as zeros. The labour of back substitution

is saved here even though it involves additional computations.
Example. Solve the following equations by Gauss-Jordan method
xX+2y+z-w=-2;2x+3y-z+2w=7
x+y+3z-2w=-6;x+y+z+w=2.
Sol. The given system in matrix form is
12 1 -1}« -2

2 3 -1 2|yl | 7

11 3 -2|z|7|-6

11 1 1w| | 2
A X =B

el
s GO BN
-
[ 3]

The argumented matrix is [A | B] = [

R, +R, - 1

T (R,-zR) 3 2 1-1| -2
R, >R, - g



RS—*%(RS‘*'RQ)“
R, <R, +R,

W= OO
i
-
|
[
[

R, <R, +5R,
Ry 2R, -8R, ~
R,-R, -3R,

CoOOm OCOm

R,-R,-2R,
RQ—)RQ +R4""
Ry =Ry +R,

The system AX = B reduces to th

CORO OO moe ©O0O=0O
O OO OO OoO

O OO =

—

form

OO O =
O OO
OO O ©
-0 O O
S N R

|

Le., x=1,y=0,2=-1 and w=2.

3.28.3. Method of Factorisation or Triangularisation
Consider the system of equations
@)%y + Q% + Qyg%s = by
Qg1%y + ooy + AygXy = by

Qg% + QggXy + Qg% = by
These equations can be written in matrix form as AX =B ...(1) where

a; @12 Qg3 X1 by
A=|ay ay ayg|,X=[x| and B=|b
ag; Az ag3 *3 by

In this method we use the fact that the square matrix A can be factorized into the form

LU, wherd L being a unit lower triangular matrix and U being an upper triangular matrix iff
allthe mindrs of A are non-singular.
Let A=LU (@
1 0 O Uy Uig Upg
whereL=|l,;, 1 0| and U= 0 gy Ugg
lyy lg 1 0 0 ug
Now the equation (1) becomes LUX =B -
e UX=Y ..(4) then(3) = LY=B (5)

1 0 0|[n] [b o
ie., lyy 1 Ofly|=|b,
lyy by 1)[yy] |by

giving y, = by, Ly, + Y= by and lyy, + 1y, 4y, = by.



. . e v
From thesey y y3 can be SOIVed by for Ward SUbStltutlon. Now trom (4), we nave
102

0 Ugg Ugg || X9 |=| V2
0 0  ugg (| xg Y3 b
: - = y,. These results x,, x,, x5 by back
L€, UyyXy + UygXy + UygXy =Yy ; UggXy + UggXy =Yy AN UggXy =Yg
substitution.
Now L and U can be found from LU = A
1 0 Offuy uyy uyg @11 G813 013
lgy 1 0ff 0wy, Ugg |= Qg1 Qg9 Qo3
lsy Lz 1] 0 0 ug, Q3 Q3y QAgg
Uy Uy Uis @)1 Q12 Qa3
logyuy; gty +ugy loguyg +ugg =[Qq1 Qg Qg3
lgiuyy  lggttyp + l3ougy l31lqg + lgpuyg + Ugg Q31 Q33 Qgg
Equating the corresponding co-efficients, we get

U1 Qg1 Uyg = Qg9 U3 = Q44

)|
i gy =ag or I =

lou,, =a or [, =
21%11 1 2
2 17 ay, an

1
lojuyy + Ugg =gy OT Uy, = P (ay,845 —aga,,)
11

loyuyg + Ugg = Qg3 OT Uy = a1y (@;,a95 - @91813)
lyuyg + Lagtgy = Agy Or g = U (agy - lg1u45)
nd lg1uy3 + lygUlgg + Uugg = G33 Or Ugg=ag—1

L and U are known.

Example. Solve the following system, by the method of triangqlarisation §
2x -3y + 10z = 3, -x+4y +2z =20, Sx+2y+z=-7]12
Sol. The given system is AX = B, where

31413 — 132“23

2 -3 10 x 3
A=|-1 4 2(X=|y| and B=| 20
5 2 1 2 - 12
(1 0 o Uy Uy uyg
LetLU=A,whereL=(l,, 1 0| apg U=| 0 uy uy
| L3, Iy 1 0 U3g
Uyy Uy Uyg 2 -8 1
loyuy, loyttyg + 1ty lyrugg + Uyg =-1 4 g
lyyueyy lgyuyg + lyguy, lg1uyg + lagugy + Ugg 5 2 1
= u11'2.U12=—3,u13-10
bgsth =~ 1 1 .
n'n 121 - 5 ’ 131“11 =§ 131 = §
lmum + Ugy =4 2

u22=4-121u12=4—(—l)(~3)=§



logtyg + gy =2

lgitg + lgglhgo = 5

and lgylhyg + lggligq + Ugg =1
1
1
L=|-=
2
5
| 2
Let UX =Y,
1 0
21y
.
5 19
| 2 5
2 -3
5
0 —
and 2
0 0 -
L
Now (1) = y,=35-

1
u23 =2 —l21u13 =92 - (— E)(10)=7

1 19
Ly = ;2:[5_131"12]:"5—
253
o tgg= 1=lgyuyg = lagligy == 5
] i I
00 2 -3 10
5
1 0| and U=|0 2 7
19 253
— 1 0 0 ——
5 I 5
[ 1 .
where Y=|y,|, thenLY=Bue,
| V3
:
0 -
Y1 3
Ol |y2|=| 20
1 | Y3 -12
10-}
x Y1
7 =y,
253 |12 L¥s
5
1 1
§y1+y2—20, 5y1+—52y2+y3 =-12
43 506

From (2), we have (after replacing y,, ¥, and y, from above)

43 253

_ —506

5 .
2x—3y+102=3;§y+72— 9 3~ . z= 5

Solving these, we get by back substitutionx =-4,y =3 and z = 2.

3.28.4. Crout’s Methods

(1)

...(2)

This method is superior to the Gauss elimination method because it requires less calcu-

lation. It is based on the fact that every square matrix

lower triangular matrix and alunit upper triangular matrix¥ Let AX = B .
8 m and le = Yy where
l 0 0 1 d%a
L= [lm lg O ] and U=|0 1 u;:
loy bz lag 0 0 1

the product of a

A can be expressed as p

(1) be the given



Then (1) becomes LUX =B .(3) LetUX=Y ..(4)
so that (3) becomes LY=B (5)

Iy 0 0 ff»n by
ie., Iy log O ||y |=|by
lyy lsg lag]|¥s , by

Ly = by 5 lygyy + lggyg = by Ly, + lygyy + lgg¥g = by
By forward substitution y,, y,, y, can be found out if L is known. From (4)  #

1wy uyl||x Y1
0 1 ug||xg|=|¥, ...(8)
0 0 1 || x4 Y3

ie., Xy FUpgXg+ UpgXy =Y 3 Xg + UggXyg =Yy ;X3 =Y
By back substitution x,, x,, x, can be found out if U is known.
Now L and U can be found from LU = A.

n 9

Iy 0 01 Uyg um? a1 Q12 Qg3

ie., loy Ly 0|0 1 up|=|ay ay ay
lyg lg U3 ]|0 O | @31 Q39 Q33

I lyaugg lyyuys @y Gy ‘1131

- loy gty +lgg loyuys + lygling =|Qg; Qg Qg3

lsy laigg +lgp  I3glgg +lgpugg + ly3| @31 age ass
Equating the corresponding elements on both sides, we get
liy=ayply=ay,l3 =ag,
Q19
Ly =0ay, P18= 7,
11
— _ 213
ljty3 =043 Uig = —
a
lgylqg + lyp =y log =gy —lgyttyy
lg gy + gy =0y lgg =gy — g1ty
- lyrtyg + Lpglias = Gag Ugg = — lagg —lgyityg)

Ly Uyg + Lggligg + L33 = agg

23
lgg = gy — gyl 3 — lgoligg

Thus all the 12 unknowns are determined and the solution, as shown already, is got
from (6).

Crout during the above decomposition of the co-efficient matrix A, devised a technique
which is given here under to determine 12 unknowns systematically.

3.28.4. (a) Computation Scheme by Crout’s Method

The argumented matrix of the system AX =B (1) is

[A| Bl= [021
Qg

The matrix of 12 unknowns so called derived matrix or auxiliary matrix is

Qg Qg
Qgy Qg

@ Q2 Gy bl}

by



Iy lyy ug
i Lyl s
and is to be calculated as follows :
- ‘S];]ep 1. The first column of the derived matrix (D.M) is identical with the first column
0 :
St?z- The first row to the right of the first column of the D.M is got by dividing the
corresponding element in [A | B] by the leading diagonal element-of that row.

Step 3. Remaining second column of D.M

hy Uyp gy yli\

. log =gy —lgyliyy 5 Iy =Gy — I3 Uy
Each element on } _ [Corresponding element in [A | B] - The product
or below the diagonal of the first element in that row and in that column.

Step 4. Remaining elements of second row of D.M

[Corresponding element in [A | Bl
Each element = {— The product of the first element in that row and in
that column] + [leading diagonal element in that row]

ie . btz ., _be =l
© mE g, T, e
22 32

Step 5. Remaining elements of third column of D.M

Corresponding element of [A | B]
Each element = {— Sum of the inner products of the previously
calculated elements in the same row and column

i.e., I35 = @33 = layl13 — Lagling
Step 6. Remaining elements of third row of D.M

[Corresponding element of [A | B]

— Sum of the inner products of the previously
Each element = | .. ]ated elements in the same row and column]

+ [the leading diagonal element in that row]

: by =g + l3py3)
he., Y3 = .

l33
Now the matrices L, U and Y can be written and hence X from UX =Y.

Note. The above procedure holds good for any order square matrix A.

Example. Solve the system
2x +y + 4z = 12, 8x =3y + 22 = 20, 4x + 11y - z = 33 by Crout’s method

2 1 412j\

Sol. Argumented matrix = (A | Bl=(8 -3 2 10
4 11 -1 23

ly wy w3 y
Let the derived matrix (DM) =l lpp uy y,
lan lyg Iy Y3



(1) Elements of the first column of DM arel,, = 2,1,, = 8,l,, = 4.
(2) Elements of the first row to the right of the first column
Q9 1 . aq3 4 i _ bl 12
1257 —g¥ e
a2 lh 2

(8) Elements of the remaining second column

Lo = @gg = Upgly; = (= 3) - (%) 8)=-17

1
lgp =039 —upply; =11 - (E) (4)=9

(4) Elements of the remaining second row

Qog — Uqal 1
u23=u'=‘7 (2-(2)8)} =2

l22
2T, =

(5) Remaining third column Iy, = agy — (5,15 + lygtgg) = — 1 — (4)X(2) - (9)(2) = — 27.
l33 - 27
2 12 2 6
DM=|8 -7 2 4
4 9 -27 1
Now the solution is got from the system UX =Y

1 172 2|« 6
ie., 0 1 2|ly|=|4
0 0 1|z 1

= 5 . 1
which is equivalent to x+§y+22=6;y+z=4,z=1

By back substitutionx =3,y =2andz=1.

1

(6) Remaining third row  y, =



