COMPUTER SECURITY CONCEPTS

Computer Security

The protection afforded to an automated information system in order to attain the applicable objectives of
preserving the integrity, availability, and confidentiality of information system resources (includes
hardware, software, firmware, information / data, and telecommunications)

Confidentiality

o Data confidentiality
o Assures that private or confidential information is not made available or disclosed to unauthorized
e Privacy
o Assures that individuals control or influence what information related to them may be collected and
stored and by whom and to whom that information may be disclosed.
Integrity

o Data integrity
o Assures that information and programs are changed only in a specified and authorized manner.
e System integrity
o Assures that a system performs its intended function in an unimpaired manner, free from deliberate or
inadvertent unauthorized manipulation of the system.
Availability
e Assures that systems work promptly and service is not denied to authorized users.

CIA Triad

Confidentiality

e Preserving authorized restrictions on information
access and disclosure, including means for protecting
personal privacy and proprietary information.

e A loss of confidentiality is the unauthorized disclosure
of information.

Integrity

e Guarding against improper informationmodification
or destruction, including ensuring information
nonrepudiation and authenticity.

e Aloss of integrity is the unauthorized modification
or destruction of information.

Availability

. . . . . services
e Ensuring timely and reliable access to and use of information

¢ Aloss of availability is the disruption of access to or use of infor

tion or an information system\

Authenticity \ Avainbiliy

e The property of being genuine and being able to be verified and trusted : .
Figure 1.1 The Security Requirements

Accountability Triad

e The security goal that generates the requirement for actions of an entity to be traced uniquely to that entity




The OSI Security Architecture

¢ |TU-T Recommendation X.800, Security Architecture for OSI, defines such a systematic approach
e The OSI security architecture focuses on security attacks, mechanisms, and services.

Security attack

e Any action that compromises the security of information owned by an organization.
Security mechanism

e A process (or a device) that is designed to detect, prevent, or recover from a security attack.

Security service

e A processing or communication service that enhances the security of the data processing systems and the
information transfers of an organization

e The services are intended to counter security attacks, and they make use of one or more
security mechanisms to provide the service

Security Attacks

¢ means of classifying security attacks, used both in X.800 and RFC 2828
e A passive attack attempts to learn or make use of information but does not affect system resources.
e An active attack attempts to alter system resources or affect their operation.

Passive Attacks

¢ in the nature of eavesdropping on, or monitoring of, transmissions.

e The goal is to obtain information that is being transmitted.

o very difficult to detect, because they do not involve any alteration of the data

o feasible to prevent the success of these attacks, usually by means of encryption
e emphasis in dealing with passive attacks is on prevention rather than detection

Two types of passive attacks

¢ Release of message contents
o Traffic analysis.

Release Of Message Contents

Read contents of
message from Bob
10 Alice

e A telephone conversation, an
electronic mail message, and a
transferred file may contain sensitive or
confidential information

Internet or
other comms facility

e prevent an opponent from learning the
contents of these transmissions

Traffic Analysis

e observe the pattern of these messages

e The opponent could determine the
location and identity of communicating
hosts and could observe the frequency
and length of messages being exchanged.

Observe pattem of
messages from Bob
1o Alice

e This information might be useful in
guessing the nature of the communication
that was taking place

Internet or
other comms facility




Active Attacks

e Active attacks involve some modification of the data stream or the creation of a false stream
e detect and to recover from any disruption or delays caused by them

e can be subdivided into four categories:
o masquerade,
o replay,
o modification of messages
o denial of service

Masquerade

e o0ne entity pretends to be a different entity

e usually includes one of the other forms O, RN

of active attack that appears o be
- frves Bob

Example

e authentication sequences can be
captured and replayed after avalid
authentication sequence

Internet or
other comumns facility

Replay

e passive capture of a data unit and its subsequent retransmission to produce an unauthorized effect

Internet or
olher comums facilily

1 Heplay

Modification Of Messages

1) Modhifwataon of asesozes

e some portion of a legitimate message is altered, or that messages are delayed or reordered, to produce
an unauthorized effect

Example

¢ amessage meaning “Allow John Smith to read confidential file accounts” is modified to mean “Allow
Fred Brown to read confidential file accounts.”

Denial Of Service

e prevents or inhibits the normal use or
management of communications facilities

¢ may have a specific target; for example, an ;
entity may suppress all messages directed " S Darth disrupts service
to a particular destination provided by secver

e disruption of an entire network, either by
disabling the network or by overloading it with
messages so as to degrade performance

Server

(d) Denial of service




Security Services in X.800

e X.800 defines a security service as a service that is provided by a protocol layer of communicating open
systems and that ensures adequate security of the systems or of data transfers.

e RFC 2828, defines as a processing or communication service that is provided by a system to give a specific
kind of protection to system resources;
o security services implement security policies and are implemented by security mechanisms.

X.800

o divides these services into five categories and fourteen specific services
Authentication

e The assurance that the communicating entity is the one that it claims to be
e Two types

o Peer Entity Authentication
o Data-Origin Authentication

Access control

e The prevention of unauthorized use of a resource

Data confidentiality

e The protection of data from unauthorized disclosure.
e Four Types

o Connection Confidentiality

o Connectionless Confidentiality

o Selective-Field Confidentiality

o Traffic-Flow Confidentiality

Data integrity

e The assurance that data received are exactly as sent by an authorized entity (i.e., contain no
modification, insertion, deletion, or replay).

o Five types
o Connection Integrity with Recovery
Connection Integrity without Recovery
Selective-Field Connection Integrity
Connectionless Integrity

(@]
(@]
(@]
o Selective-Field Connectionless Integrity

Nonrepudiation

e Provides protection against denial by one of the entities involved in a communication of having participated
in all or part of the communication

o Two types
o Nonrepudiation, Origin
o Nonrepudiation, Destination

Security Mechanisms in X.800.

o feature designed to detect, prevent, or recover from a security attack
¢ no single mechanism that will support all services required

Specific security mechanisms:

¢ those that are implemented in a specific protocol layer, such as TCP or an application-layer protocol

¢ encipherment, digital signatures, access controls, data integrity, authentication exchange, traffic padding,
routing control, notarization

pervasive security mechanisms:

¢ trusted functionality, security labels, event detection, security audit trails, security recovery
e those that are not specific to any particular protocol layer or security service




Model for Network Security

Trusted third party
(e.g., arbiter, distributer
of secret information)

Sender i ) Recipient
Information
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Secret Secret
information information

Opponent

A message is to be transferred from one party to another across some sort of Internet service.
The two parties, who are the principals in this transaction, must cooperate for the exchange to take place.

A logical information channel is established by defining a route through the Internet from source to
destination and by the cooperative use of communication protocols (e.g., TCP/IP) by the two principals

All the techniques for providing security have two components:

A security-related transformation on the information to be sent.
o Examples: encryption of the message, addition of a code based on the contents

Some secret information shared by the two principals, unknown to the opponent o
Example: encryption key used in conjunction with the transformation

A trusted third party may be needed to achieve secure transmission.

for distributing the secret information to the two principals
to arbitrate disputes between the two principals concerning the authenticity of a message transmission

Four basic tasks in designing a particular security service:

1.

w

Design an algorithm for performing the security-related transformation
e such that an opponent cannot defeat its purpose.
Generate the secret information to be used with the algorithm.
Develop methods for the distribution and sharing of the secret information.

Specify a protocol to be used by the two principals that makes use of the security algorithm and the
secret information to achieve a particular security service

Network Access Security Model

Opponent
—human (e.g., hacker) Data
—software (e.g., virus, worm) < | '
Processes

Information system

Computing resources
(processor, memory, /O)

Access channel  Gatekeeper | Software
function

Internal security controls




protecting an information system from unwanted access from hacker, intruder
hacker who, with no malign intent, simply gets satisfaction from breaking and entering a computer system.

intruder can be a disgruntled employee who wishes to do damage or a criminal who seeks to exploit
computer assets for financial gain

placement in a computer system of logic that exploits vulnerabilities in the system and that can affect
application programs as well as utility programs, such as editors and compilers

o Two kinds of threats:

o Information access threats: Intercept or modify data on behalf of users who should not have access

o Service threats: Exploit service flaws in computers to inhibit use by legitimate users
o Examples: Viruses and worms, spread using disks & inserted over network

Classical Encryption Techniques

Symmetric Cipher Model
o Cryptanalysis and Brute-Force Attack

Substitution Techniques
o Caesar Cipher

o Monoalphabetic Ciphers
Playfair Cipher

Hill Cipher
Polyalphabetic Ciphers
One-Time Pad
Transposition Techniques
Rotor Machines
Steganography

o O O O

Introduction

Symmetric encryption is a form of cryptosystem in which encryption and decryption are performed using
the same key. It is also known as conventional encryption.

Symmetric encryption transforms plaintext into ciphertext using a secret key and an encryption algorithm.
Using the same key and a decryption algorithm, the plaintext is recovered from the ciphertext.

The two types of attack on an encryption algorithm are cryptanalysis,based on properties of the encryption
algorithm, and brute-force, which involves trying all possible keys.

Traditional (precomputer) symmetric ciphers use substitution and/or transposition techniques. Substitution
techniques map plaintext elements (characters, bits) into ciphertext elements. Transposition techniques
systematically transpose the positions of plaintext elements.

Rotor machines are sophisticated precomputer hardware devices that use substitution techniques.
Steganography is a technique for hiding a secret message within a larger one in such a way that others
cannot discern the presence or contents of the hidden message.

An original message is known as the plaintext, while the coded message is called the ciphertext.

The process of converting from plaintext to ciphertext is known as enciphering or encryption; restoring
the plaintext from the ciphertext is deciphering or decryption.

The many schemes used for encryption constitute the area of study known as cryptography. Such a
scheme is known as a cryptographic system or a cipher.

Techniques used for deciphering a message without any knowledge of the enciphering details fall into the
area of cryptanalysis. Cryptanalysis is what the layperson calls “breaking the code.”The areas of
cryptography and cryptanalysis together are called cryptology




Symmetric Cipher Model

A symmetric encryption scheme has five ingredients

e Plaintext
e Encryption algorithm
o performs various substitutions and transformations
e Secret key
o another input to the encryption algorithm
o avalue independent of the plaintext and of the algorithm
e Ciphertext
o For a given message, two different keys will produce two different ciphertexts
e Decryption algorithm
o encryption algorithm run in reverse

Simplified Model of Symmetric Encryption

Secret key shared by Secret key shared by
sender and recipient sender and recipient

i i

Transmitted
ciphertext
@ > @ || —
1 Y = EK, X) i X = DIK, Y]

Plaintext Plaintext
AR Encryption algorithm Decryption algorithm P
mput e : 2 oulput

(e.g., AES) (reverse of encryption
algorithm)

Two requirements for secure use of conventional / symmetric encryption

e need a strong encryption algorithm

o The opponent should be unable to decrypt ciphertext or discover the key even if he or she is in
possession of a number of ciphertexts together with the plaintext that produced each ciphertext

e Sender and receiver must have obtained copies of the secret key in a secure fashion and must keep
the key secure.

o If someone can discover the key and knows the algorithm, all communication using this key is rea
o do not need to keep the algorithm secret; we need to keep only the key secret
o the principal security problem is maintaining the secrecy of the key

Model of Symmetric Cryptosystem

Plain Text: X = [X1, X2, ., XMm] p— |
Cryptanalyst A
Key: K = [K1, K2, ., KJ] - K

Cipher text Y =[Y1, Y2, ., YN]
Y = E(K, X)
X =D(K,Y)

Message 5 Encryption Decryption A
source algorithm Y = E(K.X) 7] algorithm

A

H

Secure channel

Key
source

dable

Destination




Cryptanalysis and Brute-Force Attack
Cryptanalysis

o Cryptanalytic attacks rely on the nature of the algorithm plus perhaps some knowledge of the general
characteristics of the plaintext or even some sample plaintext—ciphertext pairs.

e This type of attack exploits the characteristics of the algorithm to attempt to deduce a specific plaintext or
to deduce the key being used.

e various types of cryptanalytic attacks based on the amount of information known to the cryptanalyst

Type of Attack Known to Cryptanalyst

e Encryption algorithm

o Ciphertext

¢ Plaintext message chosen bycryptanalyst, together with its corresponding
ciphertext generated with the secret key

o Ciphertext chosen by cryptanalyst, together with its correspondingdecrypted
plaintext generated with the secret key

o Ciphertext Only

¢ Known Plaintext

e Chosen Plaintext
e Chosen Ciphertext
e Chosen Text

Two schemes

e unconditionally secure
o if the ciphertext generated by the scheme does not contain enough information to determine uniquely
the corresponding plaintext, no matter how much ciphertext is available
e computationally secure
o meets either of the following criteria:
o The cost of breaking the cipher exceeds the value of the encrypted information.
o The time required to break the cipher exceeds the useful lifetime of the information.

Brute-force attack

e The attacker tries every possible key on a piece of ciphertext until an intelligible translation into plaintext
is obtained.

e On average, half of all possible keys must be tried to achieve success.

Cryptographic systems characterization

Three independent dimensions

e The type of operations used for transforming plaintext to ciphertext.
o Substitution
) each element is mapped into another element
o transposition
) elements are rearranged
o product systems, involve multiple stages of substitutions and transpositions
e The number of keys used
o If both sender and receiver use the same key, the system is referred to as symmetric, single-key,
secret-key, or conventional encryption.
o If the sender and receiver use different keys, the system is referred to as asymmetric, two-key, or
public-key encryption
e The way in which the plaintext is processed.
o Ablock cipher processes the input one block of elements at a time, producing an output block foreach
o input block.

o A stream cipher processes the input elements continuously, producing output one element at a
time, as it goes along




Substitution Techniques

e A substitution technique is one in which the letters of plaintext are replaced by other letters or by
numbers or symbols

o If the plaintext is viewed as a sequence of bits, then substitution involves replacing plaintext bit
patterns with ciphertext bit patterns

Julius Caesar Cipher

o replacing each letter of the alphabet with the letter standing three places further down the alphabet
e alphabet is wrapped around, so that the letter following Z isA

can define transformation as:

abcdefghijklmnopgqrstuvwxyzD
EFGHIJKLMNOPQRSTUVRWXYZABC
mathematically give each letter a number

abcdefghij k 1 m n o p qor s t uv w Xx vy z
© 1234567 89 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

then have Caesar cipher as:

¢ =E(p) = (p + k) mod (26) p
=D(c) = (c — k) mod (26)
Cryptanalysis of Caesar Cipher

e only have 26 possible ciphers

e AmapstoAB,.Z

e could simply try each in turn

e a brute force search

e given ciphertext, just try all shifts of letters
¢ do need to recognize when have plaintext

Monoalphabetic Ciphers

e rather than just shifting the alphabet shuffle (jumble) the letters arbitrarily

e each plaintext letter maps to a different random ciphertext letter

e hence key is 26 letters long

o the “cipher” line can be any permutation of the 26 alphabetic characters, then there are 26! or greater
than 4x102° possible keys.

e Thisis 10 orders of magnitude greater than the key space for DES and would seem to eliminate brute-
force techniques for cryptanalysis

¢ Monoalphabetic ciphers are easy to break because they reflect the frequency data of the original alphabet
e A countermeasure is to provide multiple substitutes, known as homophones, for a single letter.

e For example, the letter e could be assigned a number of different cipher symbols, such as 16, 74, 35,
and 21, with each homophone assigned to a letter in rotation or randomly

Language Redundancy and Cryptanalysis

¢ human languages are redundant

e g "thIrd s m shphrd shil ntwnt"

e letters are not equally commonly used

¢ in English E is by far the most common letter

¢ followed by T,R,N,I,0,A,S

e other letters like Z,J,K,Q,X are fairly rare

¢ have tables of single, double & triple letter frequencies for various languages
e two-letter combinations, known as digrams (ex: th)




Playfair Cipher

e best-known multiple-letter encryption cipher
e treats digrams in the plaintext as single units and translates these units into ciphertext digrams

Playfair Key Matrix

e 5 x 5matrix of letters constructed using a keyword M|O|N AR
o filling in the letters of the keyword (minus duplicates) from left to right and C H Y [,; D

from top to bottom, E F (J /] l\
o filling in the remainder matrix with the remaining letters in alphabetic order. L |P| Q] S|T
e The letters | and J count as one letter U|V|IW|X|Z

o Example matrix using the keyword MONARCHY

Plaintext is encrypted two letters at a time, according to the following rules

o Repeating plaintext letters that are in the same pair are separated with a filler letter, such as x,
o Ex: balloon would be treated as ba Ix lo on.

¢ Two plaintext letters that fall in the same row of the matrix are each replaced by the letter to the right, with
the first element of the row circularly following the last.

o Ex: arisencrypted as RM.

e Two plaintext letters that fall in the same column are each replaced by the letter beneath, with the top
element of the column circularly following the last.

o Ex: muis encrypted as CM.

o Otherwise, each plaintext letter in a pair is replaced by the letter that lies in its own row and the column
occupied by the other plaintext letter.
o Ex: hs becomes BP and ea becomes IM (or JM, as the encipherer wishes)

Example

Given the key MONARCHY apply Play fair cipher to plain text “FACTIONALISM”
Solution

(p) FA CT 10 NA LI SM

(©) IO DL FA AR SE LA

(d) FA CT 10 NA LI SM

Security of Playfair Cipher

e security much improved over monoalphabetic since have 26 x 26 = 676 digrams

¢ would need a 676 entry frequency table to analyse and correspondingly more ciphertext
e was widely used for many years eg. by US & British military in WW1

e it can be broken, given a few hundred letters since still has much of plaintext structure

Hill Cipher
Findinr #-n i rmvmn ~f o nnbie
e Jf':"‘ 5'312 '{'5'.:*.\.'
74 L A )
3x3 Matrix (k,
e rkyy Kz Ky
" 33 Matrix (kz-_ Kaa k:;,_)
IA' = .FI:U Ilc;gg .FI::“ w-ll'::.c'_ .|1|.'.33 k-‘.‘

[A] = kyikaskas — Kygkeskes — Kpakagkay + kppkasksy + Kiskokae — kpakeeks,
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Example:
5 8
dct(17 3) = (5%X3) —(8xXx17)=—-121mod26 = 9

We can show that 9 'mod 26 = 3, because 9 % 3 = 27mod 26 = 1 (see
Chapter 4 or Appendix E). Therefore, we compute the inverse of A as

(5 3)

3 -8 3 18 9 34 9 2
Al 26 = 3 =3 = =
A "'mod 26 3(_17 5) -(9 5) (27 15) (] 15)

The Hill algorithm

A

e This encryption algorithm takes m successive plaintext letters and substitutes for them m ciphertextletters.

e The substitution is determined by m linear equations in which each character is assigned a numerical
value (a=0,b=1,.,z=25)

e Form = 3, the system can be described as

¢y = (kupy + kiaps + kizp3)mod 26
¢y = (kupy + kypps + kyap3)mod 26
¢z = (kaipy + kxpz + kazzpz)mod 26

This can be expressed in terms of row vectors and matrices:

kin ki ki3
(c1c2c3) = (p p2 p3)| ka1 k2 kx3 |mod 26
kz1 kK33

or
C = PK mod26

¢ where C and P are row vectors of length 3 representing the plaintext and ciphertext, and K is a 3x3
matrix representing the encryption key.

e Operations are performed mod 26.
¢ In general terms, the Hill system can be expressed as

C = E(K,P) = PKmod 26
P=D(K.C)=CK 'mod26 =PKK '=P
Example

Encrypt the message “meet me at the usual place at ten rather than eight oclock” using the Hill cipher with the key (). Show your
calculations and the result.Show the calculations for the corresponding decryption of the ciphertext to recover the original plaintext.

1) mathematically give each letter a number

abcdefghij k1 mnopgonr s t uvwvwxy I
123456789106 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

. . . w12
2} 17 pair from plain text “me —h-(_‘)

9 1 12] , 91’12+41'4} {124) , (zn) u
=" = = 26 =" =
{5 ?}(4 : (5x12+?1'4 gg ) =™ =)= U
3) 2™ pair fro plain text "et”

9 4y 4y Ixd44xloy 113y i 26— By i
5 7 (19?' {5ﬂ+?x19)_ {153} —- == (33} - {x}
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For example, to encipher the message "meet me after the toga party” with a rail fence of depth 2, we write
the following

mematrhtgpry
etefeteoaat
The encrypted message is

MEMATRHTGPRYETEFETEOAAT
Pure Transposition Cipher

write the message in a rectangle, row by row, and read the message off, column by column, but permute
the order of the columns.

The order of the columns then becomes the key to the algorithm

Example

Key: 4312567

Plaintext: attack p
ostpone
duntilt
Woamxyz
Ciphertext: TTNAAPTMTSUOAODWCOIXKNLYPETZ
Double Transposition
performing more than one stage of transposition

Example

if the foregoing message is reencrypted using the same algorithm
Key: 4312567
Input: ttnaapt
mtsuoao
dwcoixKk
nlypetz
Output: NSCYAUOPTTWLTMDNAOIEPAXTTOKZ
This is a much less structured permutation and is much more difficult to cryptanalyze
Rotor Machines (Skip)
The machine consists of a set of independently rotating cylinders through which electrical pulses can flow.

Each cylinder has 26 input pins and 26 output pins, with internal wiring that connects each input pin to a unique
output pin

Steganography
A plaintext message may be hidden in one of two ways.

¢ The methods of steganography conceal the existence of the message

¢ The methods of cryptography render the message unintelligible to
outsiders o by various transformations of the text

Various ways to conceal the message

arrangement of words or letters within an apparently innocuous text spells out the real message




Character marking

Selected letters of printed or typewritten text are overwritten in pencil. The marks are ordinarily not visible
unless the paper is held at an angle to bright light.

Invisible ink

A number of substances can be used for writing but leave no visible trace until heat or some chemical is applied
Pin punctures

Small pin punctures on selected letters are ordinarily not visible unless the paper is held up in front of a light.

Typewriter correction ribbon

Used between lines typed with a black ribbon, the results of typing with the correction tape are visible only
under a strong light

hiding a message by using the least significant bits of frames on a CD

e the Kodak Photo CD format's maximum resolution is 2048 by 3072 pixels, with each pixel containing 24 bits
of RGB color information.

e The least significant bit of each 24-bit pixel can be changed without greatly affecting the quality of the image
e Thus you can hide a 2.3-megabyte message in a single digital snapshot

Number of drawbacks

¢ ot of overhead to hide a relatively few bits of information
e once the system is discovered, it becomes virtually worthless
¢ the insertion method depends on some sort of key
o Alternatively, a message can be first encrypted and then hidden using steganography

Advantage of steganography
e can be employed by parties who have something to lose should the fact of their secret communication be
discovered

e Encryption flags traffic as important or secret or may identify the sender or receiver as someone with
something to hide

14




FINITE FIELDS AND NUMBER THEORY

Number Theory concepts

Divisibility and The Division Algorithm

Divisibility

« \We say that a nonzero b divides a if a = mb for some m, where a, b and m are integers.
« Thatis, b divides a, if there is no remainder on division.

* The notation bja is commonly used to mean b divides a.
* Ifbla, we say that b is a divisor of a.

The positive divisors of 24 are 1,2.3,4,6.8, 12, and 24.
13]182; —5|30; 17/289; —3/33;17/0

Properties of divisibility for integers

* Ifall,thena = +1.

If alb and bla, thena = +b.

Any b # 0 divides 0.

If alb and blc, then alc: 11]66 and 66198 = 11/198

-

If blg and b|h, then b|(mg + nh) for arbitrary integers m and n.

The Division Algorithm

Given any positive integer n and any nonnegative integer a, if we divide a by n, we get an integer quotient

an integer remainder r that obey the following relationship: The remainder r is often referred to as a residu
a=qn+tr D=r<niq=|an|

where | x | is the largest integer less than or equal to x.

n 2n In gn a (@g+l1m

L | | | | | |

l' | | | | | |

! \./Y\J

(i1) General relationship r
1=

| ! ! | | ! !

[ I | )= | A L

0 13 X 45 6 0 75

=2x15 =3x15 =4x15 =5x15

(b) Examnple: 70 = {4 x15) + 10 1




The Euclidean Algorithm

* Simple procedure for determining the greatest common divisor of two positive integers.
* Two integers are relatively prime if their only common positive integer factor is 1

Greatest Common Divisor

» [argest integer that divides bothaand b
* gcd(0,0)=0.

the positive integer ¢ is said to be the greatest common divisor of a and b if

1. cisadivisorofaandofb
2. Anydwisorof aand b is a divisor of ¢

ged(a, b) = max(k, suchthatk|a and k|b] ged(a, b) = ged(|al, |b]).
ged(60,24) = ged(60, —24) = 12

* aand b are relatively prime if gcd(a, b) =1
Example:

8 and 15 are relatively prime because the positive divisors of 8 are 1, 2. 4, and 8, and the positive divisors of
are 1, 3,5, and 15. So 1 is the only integer on both lists.

Steps
a=ab+n 0<n<b
b= qr +n D<m=n
n=qn-+tn D<<n
e .
Ty 3= Qply_1 T Iy 0<r<r
Ta-t = qnsttn + 0

d = ged(a, b) =1,

Example
Tofind d = ged (ab) = gad (1160718174.316258250)
a=qb +r |1160718174 = 3 x 316258250 + 211943424 | 4 = gcd(316258250,
211943424)
b =qory + rn | 316258250 = 1 x 211943424 + 104314826 | 4 = ged(211943424,
104314826)
n=qar; +ry | 211943424 = 2 X 104314826 + 3313772 | 4 = ged(104314826,
3313772)
Dividend Divisor Quotient Remuainder
a — 1160718174 b = 316258250 g = 3 7, = 211943424
b = 316258250 n = 211943434 g= 1 T2 = 114314876
fl = 21194342‘ 72 = 1033]4826 q; = 2 '3 = 3313772




Euclidean Algorithm Revisited

= For any nonnegative integer a and any positive integer b,
= gcd(a, b) =gcd (b, a mod b)
o Example: gcd(55, 22) = gcd(22, 55 mod 22) = gcd(22, 11) = 11

Recursive function.
Euclid(a,b)
if (b=@) then return a;
else return Euclid({(b, a mod b);
The Extended Euclidean Algorithm
calculate the greatest common divisor but also two additional integers and that satisfy the following equation
ax + by = d = gcd(a. b)
x and y will have opposite signs

(4.3). and wc assumc that at cach stcp i we can find intcgers x,; and y; that satisfy

7 = ax; + by, Wc cnd up with the following scqucnce.
a=aqib + n rn = axy + by
b=q2r1|+r_.~ r» = ax; — by>
n =gy +n r3 = axy + bya -2 = Gnplu-1 + T Ty = GXy + Dy,
- - T 1 =‘ln~|,rl+0

we can rearrange terms to write

% T 2 — 14
Also.inrows: — | and i — 2. we find the values
2 = ax;—2 + by, > and r_y = ax; + by

Substituting into Equation (4.8), we have
;= (ax,_
= a(x;_

+ by; ;) — (ax,_y + by, 4)q,
— gxi1) + BViia — qi¥i-1)

2
o

But we have already assumed that r; = ax; + by,. Therefore.

X; = X; 2 — GiX;1 and ¥ = V2 — @i

Let us now ook at an exampie with relatively large numbers to see the power
of this algorithm:

Tofind 4 ~ gad(af) - pcd (1160718174 316258250)

a = gib + ry IISOT7TIRITS — 3 x JI62SE2S50D + 211943423 | d — pod{ 316258250,
211955423)

b = qary + IT6ISE2S0 — 1 x 211943224 + OS3I2826 | d — pod{ 211943423,
10331285267

=gy 4 ory | 211943323 — 2 o« 104314826 & 3313772 | & — pod{ 104314806,
3IZ137T72)

n ~gsy+ i 104314826 — 31 x 3313772 4 IS878092 | d ~ gcd{3313772
1S87R94)

ry - gery + rs 3313772 - I X 15878494 137982 | d ~ g ISS7TS9,
137983%)

T4 ™ gy + 1 ISH7TEOS —~ 11 =< 137984 + TR0 d — pod{ 137984 70070)

s~ g + ry 137988 ~ 1 X 70070 + 6792 | d ~ pod TINITO 67914)

™ - ger 4+ o TOOTFO -~ 1 > 67914 4 2156 | 4 ~ gcd{67914, 2156)

rr o~ gty +~ STVIL -~ 31 x 2516 3 1078 | & = pod{2156. 107K)

e~ gy *+ N 2156 — 2 x 1078 4 0 |d = pcd(1078.0) — 1078

Therefore, d — pad( 1160718174, 31625825(0) — 1078




The Extended Euclidean Algorithm
Given two integers a and &, we often need 1o find other two integers, s and ¢, such that

B R S e SRR

RN

The extended Euclidean algorithm can calculate the ged (a, b) and at the same time
calculate the value of s and £. The algorithm and the process s shown in Figure 2.8,

As shown i Figure 28, the extended Euclidean algorithm uses the same number of

steps as the Euclidean algorithm. However, in each step, we use three sets of calculations

and exchanges instead of one. The algonthm uses three sets of vanables, #'s, x's, and s,

Figure 2.8 Exiended Euclidean algorithm

L T . "?r-b r
- ;
o T

god (o by -y

a. Process

(> B L) i L
&~y - g Rixy;
TPt Ty i (Updating z*a)
w e a8y, - g X &5
-« L ¢
oy — w33 T IUpdst ing = x%)
R s il T
€5 9t 6 Cytit— s (Updating ¢* =)
)
gcd (a B) & xy; o € =, B £
b, Algorithm
Givena = 161 andb:l'ﬁ.ﬁndgtd(c,b).ndthevnluesof:nodl,
Solution
: £ . . =37 & By = Tl et Pl Y P, < TAR ot
\ R e RS e e e
We use a table to follow the algorithurn. B S | 5‘(0)
- > !
d L B L] Tt B TSRS T SEC ik e 2 &
iesl 28 21 1 0 AL, | O 1 —S
21 7 0 1 —5_ it —s 6
21 7 o | -1 B — o —23
=T 3 —23

We get ged (161, 28) = 7. v = —1 and ¢t = &, The answers gafi be tested because we have

3 _cls')x(g;)'-.-_(;i@@ﬁ SRR




Primality

Prime Numbers
An integer p = 1 is prime number, if its divisors are +/- 1 and +/1 p

Any non negative integer a > 1 can be factored in the form as a = p‘l" prd pg.' X w3 pH
e where p1 <p2 < __. < ptare prime numbers and whereeachaisa -
positive integer.

This is known as the fundamental theorem of anthmetic
Examples: 91 =7 x 13, 3600 =24 x 32 x 52

Miller-Rabin Algorithm

« also known as Rabin-Miller algorithm, or the Rabin-Miller test, or the Miller-Rabin test

« typically used fo test a large number for primality

Two Properties of Prime Numbers

« If pis prime and a is a positive integer less than p, then a> mod p = 1, if and only if eitheramodp=1ora
modp=-imedp=p-—-1

« Letp be a prime number greater than 2. We can then write p - 1 = 2%q with k > 0, g odd

Algorithm

TEST (n)
1. Find integers X, g, with k> 0, g odd, so that
(n — 1= 2%g);

- -

2. Select a random integer a,l1l < a < n —

|t

3. 1f a%modn = 1 then return("inconclusive");

4. for =0 to ¥k — 1 do

5. if a°“modn=n— 1 then return("inconclusive");
6. return| " compogitg" );

Chinese Remainder Theorem

the CRT says it is possible to reconstruct integers in a certain range from their residues modulo a set of
pairwise relatively prime moduli

Formula
k
M = Hm,
=1
where the m; are pairwise relatively prime: that is, gcd(m;.m;) = L for | = i, j = k,

andi # j.

Relatively Prime

« Two integers are relatively prime, if their only common positive integer factoris 1
« Example: 8, 15 are relatively prime because positive divisors of 8 are 1, 2, 4, 8. Positive divisors of 15 are
1, 3. 5, 15. Commeon positive factor = 1

TWO ASSERTION OF CRT

I. The mapping of Egquation (8.7) is a one-to-one correspondence {called a
bijection) between Z,, and the Cartesian product Z, =< g, = __ . > Z.
That s, for every integer A such that ) = A = M _there is a unigue L-tuple
(Gy.aG>, ... .aGg) with O = a, < r, that represents it. and for every such &-tuple
(G;. @, ... .Gg),. there is a unique integer A in 7.,
Operations paerformed on the eslements of Z g, can be eguivalently performed
on the corresponding K-tuples by performing the operation independently in
sach coordinate position in the appropriate systaem.

y.a




The following is an example of u set of equations with different moduli:

*'2(@43)‘\ M '.~.
KQ-}@O“ ‘,.nlrn, «l ”".' \

X al(po@‘l)

The sohution to this set of equations is given in the next section; for the moment, fiote that
the answer (o this set of equations 15 x = 23. This value satisfies all equations: 23= 2 (mod 3),
23=3 (modd 5), and 2322 (mod 7).

Solution
The solutton to the set of equations follows these steps:

L. Find M = ) g X - X g, This is the common modulus.

2. Find M‘ = Mlm,, M; = M/lnz. " M& - Mlmk

3. Find the multiplicative inverse of M,. My, ... My using the correspording moduli (m,,
My, - ). Call the inverses M, My~

A The solution to the simultancaus equations is

x= g My XMy 4 g XM XM+ d My X MY mod M

Noute that he set of equations can have a solution even if the modul are not relatively prme
but meet other canditions, However, in cryptography, we are only interested {n solving equations
with coprime moduli

From the previous example, we already know that the answer is x = 23, We follow the four steps,
L M=3x35%7=10§

LoM=105/3=35 My=105/5=21, My=105/7=15
3. The inversesare ™' =2, M, = LMyl =1
doa=(2xIEX24IX2 %14 2% 15% 1) mod 105 =23 mod 105




DISCRETE LOGARITHMS

More generally, we can say that the highest possible exponent to which a num-
ber can belong (mod i) is @ 2} If a number is of this order. il is refesred to as a
primpitive root of 2. The importance of this notion is that if g is a primitive root of .
then its powers

a, &, .. .a@® "
are distinct (mod ») and are all refatively prime to 2. In particular, for a prime nam-
ber p. if @ 1s a primitive root of p_then

PR A

are distinct {mod p). For the prime number 19, its primitive roots are 2, 3_ 10, 13 14,
and 15

TLogarithms for Modular Arithmetic

With ordinary positive real numbers, the loganthm function is the inverse of expo-
nentiation. An analogous function exists for modular arithmetic.

Iet us briefly review the properties of ordinary logarithms. The loganthm of a
number is defined 1o be the power to which some positive base (except 1) must be
raised in order to egual the number. That is_for base x and for a value y.

p—— X1

The properties of loganthms include

log.(1) — O

log {x) — 1
Iog (¥Z) — fog.(y) + Tog.(32) (8.11)
log (¥) — r > log.(¥) (B.12)

Consider a primitive rool @ for some prime number p (the argument can be
developed for noanprimes as well), Then we know that the powers of g from |
through (p — 1) produce each integer from 1 through {7 — 1) exactly once. We also
know that any integer & satisfies

H = r{imod p) forsomer.where) = 5 = (p — 1)

by the definition of modular anthmetic. It follows that for any integer & and a prim-
itive root a of primme number p. we can find a unigue exponent ¢ such that

b= gdmodp) whereO =i<=({(p — 1)

This exponenl § is referrad 10 as the discrete log-rhlun of the number & for the base
a (mod p). We denote this value as dlug_,.‘,(b).‘
Note the following:

dioge (1) — 0 becasse s modp — I modp — 1 (B.13)
dlog, {a) — 1 bBoecausc a' mod p — a 5.13)
S is an example gsing a ponprime modualus, »x — 9. Herte ddm) — & and
& — 2 is a primitive root. We compute the vanous powers of @ and finod

b | 2% = 7 (mod 9)
2F —2 2= S(mod9)
22— a 2% = 1 (mod 9)
2* — 8

This gives us the following table of the numbers with given discrete logarsthms
(mod 9) for the root g — 2=

logarithm © 1 2 3 & 5
Numbeor 1 Z< 4% 8-

To muake it easy to obtain the discrete logarithms of a given number, we
rearrange the table:
Numbecr 8 2 3 -~ A

Logarnitho O 8 IV 453
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Now consider
x — GRS mod p ¢ — @O mnd o
ey — aP 2 mod p

Lising the rules of modalar mofupfication.

xvmod p — [(xmod piiv mod piimod p
ST mod p o — [(a‘n‘lr"' mod p)(a‘nq"#”' mt_nip}: mod p

— {aTOELA AN AV | mod P

But now consider Fuler's theorem. which states that. foreverv a and - that are
relatively prime,

Gt = 1 {mod i)

AAny positive integer r can be expressed in the form T — g + KEdi(n), with
0 = g =< &) Therefore. by Euler’s thecrem.,
o = a¥{rmod n) if = — g mod &mn)

Applving this 1o the foregoing eguality, we have

dioge A xy) = [dlog, {x) + dlogg o vIHmodd] 2 )
and seneralizng.

dlog, A V) = [r > dlog, (vilimod & 7))

Thas demonsirates the analoov between true losanthms and discrete losanthms

Table 8.4 Tables of Discrete Logarithms, Modulko 19
(2) Discrete Joparithms to the hase 2 modulo 19

a 1|2 |3 |4 |5 |67 |89 |02 ]|R]|I5]16]17]18
bpwle) |18 1 I3 |2 || R G| | 8| |R2]IS|S5]|T7|1H]4]10]8

(h) Discrete logarithms 1o the base 3, module 19
a 1|2 |3 | ¢S |67 (8|9 |DIN|2|V|JIS|I6]17]18
bpole) |18 T |1 |MH|a |8 |63 |20 |2IB|7|3]|S|W]16]|Y

(c} Discreee loparithms to the base 10, modalo 19

a 1|2 |3 |45 |67 |89 ||| |IS|IE|TT|
logoa) | B | I7 | S |36 |2 |4 |2|1S|10| 0 | 6|2 |37 |48 |48

td) Discrete logarithms 1o the base 13, modulo 19
a 123|485 |&|7 |8 |9 |02 ]|15]16]17]|18
bpuw@ | B || I7T|4 ||| 2]IS[E]|T]6]| 3|1 ]S|13|E8]2]|Y

({e) Divcrete loparithms 10 the hase 14 modalo 14

a 1|23 e|s|a|7|s]|o|w|nu|ln|n|lw|is|s|w]m
bpawia) | B[] 7 8 w[2]6[3|u]s|a]s|u]r|[wm]w]a]s

(1} Discrete lnganichms to the base 15, modalo 19

a 1|2 |3 |4 |S |67 |8 |9 |02 |13|14]15|16|17]|18
bpnwla) | 18| S NN |10 | 8 |I6|R2|IS| 4| B3|6|3|T|17]T|2|W]|9
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Modular Arithmetic

The Modulus
If a is an integer and o is a positive integer, we define @ mod a to be the remainder
when a is divided by n. The integer » is called the modulus. Thus, for any integer a,

we can rewrite Equation (4.1) as follows:

a=qgn-+r O=r<n:q=|an)
a= |an| xXn+ (amodn)
1lmod7 = 4: —11lmod7 =3

Two integers a and b are said to be congruent modulo »n, if (a mod n) =
(b mod 7). This is written asa = b (mod#).

73 = 4 (mod 23); 21 = -9 (mod 10)

Note that if a = 0 (mod n), then n a.

Properties of Congruences
I.a =b(modn)ilni(a — b).
2, a = b (mod n) implics 5 = a (mod a).
% a = b(modn)and b = ¢ (mod n) implya = ¢ (mod n).

To demonstrate the first point, if nl(a — b). then (@ — b) = kn for some k.
So wc can writc a = b + kn. Thercfore. (@ mod 1) = (remainder when b + kn is
divided by n) = (rcmainder when b is divided by #1) = (b mod n).

23 = 8§ (mod 5) because 23 —-8=15=5x3
—11 = 5S(mod8) because —11 -5=-16=R8 % (=-2)
81 = 0(mod27) becausc 81 - 0 =81 =27 X3

Modular Arithmetic Operations

. [(@amod n) + (b mod )l mod n = (a + b) mod n
. [(@amodn) — (bmod n)lmodn = (@ — b)modn
. |[(@amod n) % (b mod n)| modn = (@ X b)mod n

e B -

We demonstrate the [irst property. Deline (a mod n) = 7, and (b mod n) = r;.
Then we can write a = r, + jn for some integer j and b = r, — kn for some integer

k. Then
(a +b)modn = (r;, + jn + ry + kn)modn
=(rg + 15 + (k + j)n)modn
= (rg ~ rp)modn
= |(amod n) + (b mod n)jmod n

Examples




1Imod8 =3 15mod8 =7 To find 117 mod 13, we can proceed as follows:
[(11 mod8) + (ISmod8)| mod 8§ = [Omod8 = 2 112 121 = 4 (mod13)

(11 = 15)mod & = 26 mod 8 = 2 1 = (1) = 42 = 3 (mod13)

[{1lmod8) — (I5mod8)| mod 8 = —4modS8 =3 =11 x4x3=132=2 (mod 13)

(11 —15)mod8 = —4mod 8 = 4

[(11 mod 8) > (15 mod 8)] mod § = 21 mod8 = 5

(11 X 15)mod8 = 165mod 8 =5

Properties of Modular Arithmetic
set of residues, or residue classes (mod n)

Decfine the set Z,, as the set of nonncgative integers less than n:

Zy =405 vy (r—=-1)}

precise, each integer in Z,, represents a residue class. We can label the residue classes
(mod n)as|0], [1]. [2], ... ,[#2 — 1], wherc

[r] = |a: a is an integer, a = r(mod n))

The residue classes (mod 4) are

[0] ={....—16,—12. —8.-4,0.4,8,12. 16. ...}
[y={...,—15,-11,-7,-3,1,5,9,13,17, .. |
2] =1{--..—14,-10.—6,-2.2,6,10,14,18, .. |
Bl={...,—13.-9—5-1.3.7. 13,1519, .. |

reducing k modulo n.
Finding the smaliest nonnegative integer to which k is congruent moduio n

if(a + b) = (a t c)(modn) then b = c(modn)
(5 + 23) = (5 + T)(mod8); 23 = 7(modB)

if (a < b) = (a % c)(mod n) then b = ¢ (mod n) if ais rclatively primc to n

Properties of Modular Arithmetic for Integers in Zn

(w+Y)modns = (x + wymodn

(w < x)ymodn — (x + wimodn

[iw = 1) + vfmodn = [w + (x + v)| modn

[(w > x) > ylmoda — [w = (x % y) modn
Distributive Law [w X (x = w)modr = [(w X x) = (w X vilmod a
(O +-wimodn = wmod n

Commutative Laws

Associative Laws

Identities
(1 X w)ymodn = wmod n
Additive Inverse (—w) Forcach w=Z, therc exists aazsuchthat w + 2 = Omod n
Nl = ) St e e Bellocl el o =
= L | = = - = = ¥
o] sn [] = = ] = ] ¥
1 [] ] = - = = = L)
= = El ] = ] - ] []
= = =& = = - o 1 =
E 4 = = - [F] 1 = El
= = = £ o £l = 3 =&
= = Ed o £l = = E] =
- T =] 1 = = = E] =
W E ) Nkl e e i =
- L] | ] = - = - ¥ = - e
[ = = [ o [ [ [F] = = .
1 = [ = = = = = = ! = —
= s = - = [ = = = = =
= s El o= 1 - - = = 3 = =
E o ] 5] - 5] E] [ =+ ] ]
= [ = = Ed ] L ] El = = =
= o = - 3 o = E ] = =
- o ¥ = = - = = [ = (] g
(L=t REE S e B oee FRn e s Rn e i R O ey il e aessl o il el e

Irwerses rrecsimkessy 5




GROUPS, RINGS AND FIELDS

Groups, rings, and fields are the fundamental elements of a branch of mathematics
known as abstract algebra, or modern algebra. In abstract algebra, we are concerned
with sets on whose elements we can operate algebraically: that is we can combine
two 2iements of the set, perhaps in several ways.to obtain a third elemant of the set.
These operations are subject to specific rules, which define the nature of the set. By
convention, the notation for the two prinapal classes of operations on set elements
is usually the same as the notation for addition and multiplication on ordinary num-
bers However, it is important to note that. in abstract aigebra, we are not limited to
ordinary anithmetical operations. All this should become clear as we proceed.

Groups
A group (¢ sometimes denoted by {(7, - |.1s a set of elements with a binary operation

denoted by * that associates to each ordered pair (4. b) of elemeats in & an element
(@ *b)in . such that the following axioms are obeyed:*

(A1) Closure: If 2 and b beloag to (5. then a - b 1s also in (.
(A 2) Associative: as(becy = (a-b)~cforalla. b.cin .
(A3) Identity element: There is an element e in & such

thatare — e~a —aforaellain .

{Ad4) Inverse element: Foreach a in (J_ there is an elementa’ in &G
suchthatg-g" — a" g — e.

If a proup has a finitle number of elements, it is referred to as a Onite group.
and the order of the group is egual to the number of elements in the group.
Otherwise, the group is an infinite group.

A group is said 1o be abelian if it satisfies the following additional condition:

{AS) Commutative: Ggebh — braforalla bin (.

The set of integers { positive. negative, and 0) under addition is an abelian group.
The set of nonzero real numbers under multiplication is an abefian group. The set
Se from the preceding example is a group but not an abelian group form > 2.

When the group operation is addition, the identity element is O: the inverse
element of a is —«: and subtraction is defined with the following rule:
a — b —a + (—b).

Crycoe Groor We define exponentiation within a group as a repeated applh--
cation of the group operator._so that a® — a-~a-a Furthermore. we define a° — ¢
as the identity clement, and a " — (g")", where a’ is the inverse element of a
within the group. A group (7 is cyclic if every element of ( is a power g (k is an
intepger) of a fixed element a = ;. The element g is said to generate the group
or to be a generator of G_ A cvclic group is always abelian and may be finile or
infinite.

The additive group of integers is an infinite cyclic proup generated by the
element I. In this case. powers are interpretad additively. so that n is the nth
power of 1.

Rings

A ring . sometimes denoted by (R, +_ x}.is a s2t of elements with two binary
operations, called addition and multiplication ® such that for ail a. &, ¢ in R the
following axioms are obeyed.

{AI-AS) ® is an abelian group with respect to addition: that is, R satisfies
axioms Al through AS_For the case of an additive group. we denote
the identity element as 0 and the inverse of @ as —a.

(MM 1) Closure under multiplcation: 1f @ and » belong to i then ab is also
in R

(M2) Associadvity of multiplication: a(bc) — (abjcforalla b .cin R.

{M3) Distribuative laws: alh + ¢c) —ab v+ acforalla b_cin R.

{a + by — ac + beforalla. b . cin R.

In essence, a ring is a set in which we can do addition. subtraction
ja — & — a + (—b)]. and muluplication without leaving the set.




With respect 1o addition and multiplication, the set of all sr-sguare matrices over
the real numbers is a ring.

A ring s said 1o be commutative if it satisfies the following additonal condition:
(M4) Commutativity of multiplication: ab — da foralla b in R.

l.aShethomdminmgs(pmmnegﬁve,me)mdarnnmlm
tions of addition and multiplication_¥ is a commutative ring The set of all n-sguare
matrices defined in the preceding example s not 8 commutative ring.

Thesat Z,of imtegoers [0, 1, .. n — 1) together with the anthmetic operatsons
moddulo 2. is 2 commutative ring ( fable 43),

Next. we define an integral domain_ which is a commutative ring that obeys the
following axioms.

{MS) Multiplicative ideatity: There is an element 1 in R such
thatal — lg — aforallain R.

(M6) No zero divisors: Ifa . d in R and ab — O, then eithera - 0
ors — 0.

Let § be the set of integers. positive, negative, and 0. under the usual operations
of addition and multipiication. § is an integral domatin.

Ficlds
A Beld F_ sometimes denoted by [ F, +. =], is a set of elements with two binary opera-
vons. called addirion and multiplication. soch that for all g_ b ¢ in F the following
axioms are obeyed.

(AI-M6) Fis an integral domain: that is. Fsatisfies axioms Al through AS and

MI through MG,
(M7) Multiplicative inverse: For-.ach a in F.except O, t.here is an element
g 'in Fsuch thatasa * — (a Y)a — L

In essence. a field s 2 set in which we can do addition., subtraction., multiplicatson.
and dnvnscon without leaving the setl Division is defined with the following rule:
alb — a(b Y},

Familiar examples of fields are the rational numbers the real numbers, and the
compiex numbers. Note that the set of all integers is nol a field, because not
aevery element of the set has a multiplicative inverse: in fact, only the elements 1
and —1 have multiplicative inverses in the integers.

Fgure 4.2 summarizes the axioms that define groups, rings, and fields.

( [ = (A1) Closure under addition: Ifa und b belong to S, thena + bisalsoin §
= a (A2) Associativity of addition: at++o=(a+b) +cloralla b cins
=0 £ B (A3) Additive identity: There is an element 0 im R such that
B w ) 2 LR -
T 5 = a+0-0.+a—afuallam3
¥ = (A4) Additive inverse: For each @ in § there is an element —g in §
5 -] = 2 suchthata + (—a)=(-a)+a=0
g § a < (AS) Commutativity of addition: a+b=h+aforalla bin§
-8 § (M1) Closure under multiplication: If a und b belong to 5, then ab is also in §
§ I E (M2) Associntivity of multiplication: athe) = (abyc foralla, b, cin §
[ % v (M3) Distributive laws: atb+¢)=ab+acforalla,b,cin§
3 (@+b)c=ac+beforalla,b,cin§
(M4) Commutativity of multiplication: ab = baforalla, bin§
(M) Multiplicative identity: There is an element | in § such that
al=la=aforaliain$
(M6) No zero divisors: Ifa. bin S and ab = 0. then either
k a=0orb=10

(M7) Multiplicative inverse: Ifa belongs to Sand a0, there is an
\ elementa 'in Ssuchthatas '=a 'a=1




FINITE FIELDS OF THE FORM GF(p)

The Onite feld of order p™ is generally wrnitten GF{(pP™): GF stands for Gakois
f=id. in honor of the mathematcian who first studsed finite AGelds Two special cases
are of interest for our purposes. For n — 1_we have the finite field GF{p): this finite
eld has a different structure than that for finite fields with n > 1 and is stedied in
this section. In Section 4.7, we look at iinite fields of the form GR(2%)

Fimite Fields of Ordoer p
For a given prime. p. we define the finite fisld of order p. CF{p). as the sat ZP of

integers (L ____p — 1} together with the arnithmetic operations modulo p.
Recall that we showed in Sectson 4.3 that the set 7, of integers
(0.1, .. _.»m — 1], together with the anthmeiic operations modulo 7. 1s 2 commuta-

tive ring ( Table 4. 3). We further observed that any infeger in Zq has a multiplicative
inverse if and only if that integer is relatively prime to » [see discussion of
Eqguation (25§ If i1 is prime_then all of the nonzero integers in Z., are relatively prime
to r_and therefore there exists a multiphicative inverse for all of the nonzero integers
in Z, Thus, for Z_, we can add the following properties to those listed in Table 4 3-

Multiplicative inverse (w ') Bok amcl i < e W 3 O Saoirs oxialsa
TeZ suchthntw X = = 1 (mod p)

The samiplest fimite Geld 85 GF(2). Its anthmetic operations are easily summarized:

203 > |O 1 w | —w st
o|lo = o |lo o oI [5) =
.| =2:a 1 o 1 1 1 1
AL S ont A it

Inverses

In 1his case addition s eguvalen! Lo the exclusive-OR ( XOR) operation. and
multipiication is eguivalent 1o the logicall AND operation.

Finding the Muaahtiplicative Inverse in GEF{p)

It is easy to Aind the multiplicative inverse of an slement in G Fip ) for small values of
. You simply construct a multplication table. such as shown in Table 4. 55, and the
desired result can be read directly. Howewver, for large values of p_this approach is
not practscal.

Talhle A S Arithirrnoctic in GF{7)
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POLYNOMIAL ARITHMETIC

Three classes of polynomial arithmetic:
* Ordinary polyosomial arithmetic, using the basic rules of alpebra.

» Polynomial anthmetc in which the anthmetic on the coefficients is performed
modulo p : that is. the coefficients are in GF(p).

* Polynomial anithmetic in which the coefficents are in GF(p), and the polynomials
are defined modulo a polynomial mi{x) whose highest power is some integer .
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Fipwre 4.3 Exampics of Polynomial Arithmmctic

A polyosomial fix) over a field F is called frvedudble if and only if fix) cannot
be expressed as a product of two polynomials. both over £, and both of degree lower
than that of fix). By analogy 1o integers, an irreduable poiynomial is also called a
prime polynomial

The polyvnomial”? fix) — x* + 1 over GF(2) is reducible. becauss

2

xt+ 1 —f(x+ 1)}x>+x=+x+ 1)

Consider the polynomial fix) — X + x + 1.1t isclear by inspection that x is not
a factor of fix). We easily show that x + 1 is not & factor of fix):
x + x
x + 127 + x + 1
r + x
x + x

X+ x

1

Thas. flx) has no factors of degree 1. But it is clear by inspection that if fix) s
reducible, it must have one factor of degree 2 and one factor of degpree 1.
Therefore. fix) is irreduable.
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FINITE FIELDS OF THE FORM GF(2"

Table 4.6 Arithesetic in GF23)
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Fermet & Euler Theorem
« play important roles in public-key cryptography
Fermat's Theorem

If p is prime and a is a positive integer not divisible by p, then
a” ' = 1(modp)

Proof:

» Consider the set of positive integers less than p: {1, 2, 3. ___, p-1}

Multiply each element by a, module p to get the set

o X={amodp, 2Zamod p, ... (p- 1)a mod p}

None of the elements of X is equal to zero because p does not divide a

Therefore, we know that the (p - 1) elements of X are all positive integers with no two elements equal
We can conciude the X consists of the set of integers {1, 2, .., p- 1} in some order

Multiplying the numbers in both sets (p and X) and taking the result mod p yields

ax2ax ... xX(p-1a=][1x2x ... % (p— 1)](modp)
a? Yp— 1)l = (p — 1) (med p)

We can cancel the (p -1)! term because it is relatively prime to p, which prooves the thecrem

Example:

a=7,p=19

7* =49 = 11 (mod 19)

7' =121 = 7 (mod19)

78 =49 = 11 (mod19)

7'% = 121 = 7 (mod19)

@1 =TE=-T7% %P =7x11 =1 (mod19)

An alternative form of Fermat's theorem

7 | N
If p is prime and a is a positive integer, then & ~ a(mod p)

p=Sa=3 a=3 =243=3(modS) = a(modp)
p=5a=10 a"=10"= 100000 = 10(mod5) = O(mod5) = a(modp)

Euler’'s Theorem

Euler’s totient function (¢ (n))

« the number of positive integers less than n and relatively primeton. ¢ (1) =1
e foraprime numberp, ¢ (p)=p-1
« for two prime numbers where p # q,

() = d(pq) = d(p) * blg) = (p — 1) % (g — 1)

2D =dB) X HN=B-1)Xx(7T-1)=2Xx6=12
where the 12 integers are [1,2,4,5,8,10, 11, 13,16, 17, 19, 20].




To see that d(n) = d(p) » dlg).consider that the set of positive integers less that n
istheset {I. . . (pq — 1)}. The integers in this set that are not relatively prime to n
are theset |p,2p, ...,(g — 1)p] and the set |g. 2g. ....(p — 1)g}. Accordingly.

dn)=(pg-1)—|(g-1) + (p—1)]
=pq - (ptqg)tl
=(p-1Dx(g—1)
= d(p) * d(q)

Euler's Theorem

() —
» for every a and n that are relatively prime a l{mad n)

» alternative form a*"! = a(mod n)

Proof:
Consider the set of positive integers less thann that are relatively prime to n, labeled as

R = |x}. x). -v-~-"¢(n)|

That is, each element x; of R is a unique positive integer less than » with
ged(x;, n) = 1. Now multiply cachlclcmcnl by a, modulo n:

§ = {(ax; mod n). (axymod n), . (ax,,, mod n)|

The set S is a permutation® of R. by the following line of reasoning;

1. Becausc a is relatively prime 1o nand x; is relatively prime o n, ax; must also
he relatively prime to n. Thus, all the members of § are integers that are less
than n and that are relatively prime to n,.|

2. There arc no duplicates in §. Refer to Equation (4.5). If ax; mod n

= ax; mod n.thenx; = x;.

Therefore,
&(n) din)
H(ax,mod n) = II:(,
i=1 f=1
Pin) Pin)
[Taxi = []x:(mod n)
i-1 i-1
dim din)

[ xi(mod n)

amm 5 Hxl
=1 =1

a®™ = 1(mod n)

which completes the proof. This is the same line of reasoning applied to the proof of
Fermat's thecorem.




Block Ciphers

A block cipher is an encryption/decryption scheme in which a block of plaintext is treated as a whole and
used to produce a ciphertext block of equal length.

A stream cipher is one that encrypts a digital data stream one bit or one byte at atime.

o Examples of classical stream ciphers are the autokeyed Vigenére cipher and the Vernam cipher.

A block cipher is one in which a block of plaintext is treated as a whole and used to produce a
ciphertext block of equal length

Many block ciphers have a Feistel structure. Such a structure consists of a number of identical rounds of
processing. In each round, a substitution is performed on one half of the data being processed, followed by
a permutation that interchanges the two halves. The original key is expanded so that a different key is
used for each round.

The Data Encryption Standard (DES) has been the most widely used encryption algorithm until recently. It
exhibits the classic Feistel structure. DES uses a 64-bit block and a 56-bit key.

Two important methods of cryptanalysis are differential cryptanalysis and linear cryptanalysis. DES has
been shown to be highly resistant to these two types of attack

Diffusion and Confusion

Shannon suggests two methods for frustrating statistical cryptanalysis: diffusion and confusion.

Diffusion

the statistical structure of the plaintext is dissipated into long-range statistics of the ciphertext.
This is achieved by having each plaintext digit affect the value of many ciphertext digits;
generally this is equivalent to having each ciphertext digit be affected by many plaintext digits

Confusion

o seeks to make the relationship between the statistics of the ciphertext and the value of the encryption
key as complex as possible, again to thwart attempts to discover the key.

e Thus, even if the attacker can get some handle on the statistics of the ciphertext, the way in which the
key was used to produce that ciphertext is so complex as to make it difficult to deduce the key.

Feistel Cipher Structure

Plaintext (2w birs)

[ I Round »

w bits R‘,

Round 1

l'n-l

Round §

Ciphertext (2w hits)

e All rounds have the same structure.

e A substitution is performed on the left half of the data.

e Thisis done by applying a round function F to the right half of the data and then taking the exclusive-OR of
the output of that function and the left half of the data.

e The round function has the same general structure and parameterized by the round subkey Ki

[0 Following this, a



e This structure is a particular form of the substitution-permutation network (SPN)

Feistel network depends on the choice of the following parameters and design features

Block size, Key size, Number of rounds, Subkey generation algorithm, Round function, Fast

software encryption/decryption, Ease of analysis

Feistel Encryption and Decryption

Input (plaintext)

}
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Output (plaintest)
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implified DES

educational rather than a secure encryption
algorithm.

It has similar properties and structure to DES
with much smaller parameters

mplified DES Scheme

The S-DES encryption algorithm takes an 8-bit
block of plaintext (example: 10111101) and a
10-bit key as input and produces an 8-bit block
of ciphertext as output.

The S-DES decryption algorithm takes an 8-bit
block of ciphertext and the same 10-bit key used
to produce that ciphertext as input and produces
the original 8-bit block of plaintext.

Involves five functions:

an initial permutation (IP);

a complex function labeled fk, which
involves both permutation and substitution
operations and depends on a key input;

a simple permutation function that
switches (SW) the two halves of the data;
the function fk again;

ENCRYPTION

8-bit plaintext

10-bit key

DECRYPTION

8-bit plaintext

A

8-bit ciphertext

finally a permutation function that is the inverse of the initial permutation (IP_l).

Algorithm

.l "o f > O
IP'ofg cSWofg oIP

ciphertext = IP'l(fK:(SW ‘.fKI(IP(plaintext)H)) K, - PS(Shift(Sh.i.ft(:PlO( key))))

IP-l(le ‘S\\.’(fK: ([P(ciphel’tem )”))

plaintext =
P10
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m —_———

260 3. 1 4 8 H 7
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The 8-bit subkey Kl = (/c1 I 1"13- kl 3 kl 4 kls' km. kl-,. /\'18) 1s added

)

B ¢

4

)

rename these 8 bits

8-bit ciphertext

K; - P§(Shift(P10(key)))

fr{L.R) =(L @ F(R. SK). R)

PS
6 7 4 3 10 9
P4
2 4 3
114 ”l 712 113
722 713 114 "1

| Mm@ /\’13 ny, ® kl 3 | ;3@ ""1 4
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P1p P11 P12 P13
0123 012 3
0L O 3 2 0O |01 2 3
SO0=1 |3 2 1 0 SI=1 (2 0 1 3
2 |0 2 1 3 2 |30 1 0O
313 1 3 2 312190 3
Key Generation for Simplified DES Simplified DES Encryption Detail
10-bit key 8-bit plaintext

s]
d Sl
8
K, %
8 .
8 rd Lz
K, 4—
|
8-bit ciphertext
12345 67 8910
Plain Text 00101 00 0
Key 11000 11 119
P10 3527410 19 86 110 01111
LS-1 1100 11110

P8 (KI) 6 3 7




LS-2 10001 11011
P8 (K2) 10100 111
IP (PT) 263148657 © 0100 0 10
R (IP) © 010
EP 41232341 9001 9100
K1 11160 1 001
XOR 1 111 1 10 1
So (10 11) SO = 1¢ SI-00
P4 © 001
P4 XOR L 0 0 11
SWITCH © 011 © 01 0
2 010 © 01 1
EP(SW(R)) 1 001 0 11 0
XOR K2 1010 0 11 1
© 011 0 00 1
So & s1 1 e 1 0
P4 © 0 11
XOR L © 010
© 001
IP-1 9001 9011
cT 1000 1 010

The Data Encryption Standard (DES)

e Overview

e DES Encryption

General Depiction of DES Encryption Algorithm

Initial Permutation

Permutation Tables for DES

Details of Single Round
Calculation of F(R, K)

Definition of DES S-Boxes

o Key Generation
e DES Decryption
e The Avalanche Effect

0O O O O O O

Overview

e data are encrypted in 64-bit blocks using a 56-bit key.
e The algorithm transforms 64-bit input in a series of steps into a 64-bit output.
¢ The same steps, with the same key, are used to reverse the encryption

DES Encryption
¢ there are two inputs to the encryption function: the plaintext to be encrypted and the key.
¢ Inthis case, the plaintext must be 64 bits in length and the key is 56 bits in length

General Depiction of DES Encryption Algorithm

e processing of the plaintext proceeds in three phases.

o First, the 64-bit plaintext passes through an initial permutation (IP) that rearranges the bits to produce
the permuted input.

e This is followed by a phase consisting of 16 rounds of the same function, which involves both
permutation and substitution functions.

o The ol |tp| It of the sixteenth round consists of 64 hits that are a function of the inpl it plninfnyf and-the I(m]/

o The left and right halves of the output are swapped to produce the preoutput.




o Finally, the preoutput is passed through a permutation (IP-1) that is the inverse of the initial permutation
function, to produce the 64-bit ciphertext.

64-bit plaintext

64-bit key
(ST Yooy

Initial Permutation Permuted Choice 1

Permuted Choice 2

Round 2 Left circular shift

Permuted Choice 2

Y K¢ 18 ' ;
Round 16 16 Permuted Choice 2 Left circular shift

. Initial Permutation
32-bit Swap
The initial permutation and its inverse are defined by tables
The tables are to be interpreted as follows.
= The input to a table consists of 64 bits numbered from 1 to 64.
Inverse Initial

Permutation The 64 entries in the permutation table contain a permutation ofthe
numbers from 1 to 64.

Each entry in the permutation table indicates the position of a numbered

64.bit ciphertext input bit in the output, which also consists of 64 bits

Permutation Tables for DES

Initial Permutation (IP) Expansion Permutation (E)
S8 50 42 34 26 I8 10 2 11 | o) 3 4 3
ol 52 44 36 28 20 12 4 4 _ "
5 / S Y
62 54 46 38 30) 2 14 6 : v
O 56 48 40 52 24 6 S by Y 10 11 12 13
57 ¥ 4 3 25 17 9 | 12 13 14 15 16 17
s I A S 16 17 18 19 20 >
) 53 45 17 ) i 3
& 55 Q | 3 5 5 20 21 22 23 24 25
24 25 26 27 o8 29
o - -1
Inverse Initial Permutation (IP™) 2% 29 30 31 2 I

40 8 48 16 S6 24 Hd 2 . .
Y S 2 Permutation Function (P)
39 / 47 15 55 23 a3 11
N H 46 14 54 22 a2 Y)
| 16 T 20 21 20 12 28 17
37 5 43 13 B3 71 61 )
g | 15 23 20 > I8 3 10
6 4 4 12 32 20 ) 28

8 24 14 2 27 3 9

|

35 3 43 11 51 19 59 27
42 10 S0 18 S8 'Hh
|

0 ) | 5 245




Details of Single Round

¢—32 bits———p ¢—32 bits——p ~4—28 bits—P -4—28 bits—P

| Ri.1 | Ci1 I Di.1 I
y

/ Expansionfpermutaﬁon\ : Left shift(s) Left shift(s)
(E table) )

48
. o s 3 \ Permutation/contraction
F XOR j« . s Ki \ (Permuted Choice 2) /
48 J
Substitution/choice '
(S-box) !
V32

/]
A

Permutation
(P)

/
n ] v ¢ ] |

Calculation of F(R, K)

| R (32 bits) |

| 48 bits | | K (48 hits) |

. - ,

| 2 bits |

Definition of DES S-Boxes (S1 .. S8)

14 4 13 1 2 15 1 8 3 10 6 12 5 9 0 7
0 15 7 4 14 ZANES 1 10 6 12 11 9 5 3 8
4 1 14 8 13 6 22044 15 12 9 7 3 10 5 0

15 12 8 2 4 9 1 7 3 -1 3 14 10 0 6 13




Key Generation

e a 64-bit key is used as input to the algorithm.

e The bits of the key are numbered from 1 through 64; every eighth bit is ignored

e The key is first subjected to a permutation governed by a table labeled Permuted Choice One

e The resulting 56-bit key is then treated as two 28-bit quantities, labeled CO and DO.

e At each round, Ci-1 and Di-1 are separately subjected to a circular left shift, or rotation, of 1 or 2bits
e These shifted values serve as input to the next round.

e They also serve as input to Permuted Choice Two , which produces a 48-bit output that serves as input
to the function F(Ri-1, Ki).

DES Decryption

As with any Feistel cipher, decryption uses the same algorithm as encryption, except that the application of
the subkeys is reversed

The Avalanche Effect

¢ asmall change in either the plaintext or the key should produce a significant change in the ciphertext

¢ achange in one bit of the plaintext or one bit of the key should produce a change in many bits of the
ciphertext

o DES exhibits a strong avalanche effect

Example

two plaintexts that differ by one bit were used

00000000 00O 0VVRVVO VVVVVVVO VVVVVVVO VVVVVVO VRO VBBV
10000000 00OV VOV VPV VPV VBV 0V 0BV
with the key

0000001 1001011 0100100 1100010 0011100 0011000 0011100 0110010

e after just three rounds, 21 bits differ between the two blocks.
e On completion, the two ciphertexts differ in 34 bit positions

similar test in which a single plaintext is input with two keys that differ in only one bit position
01101000 10000101 00101111 01111010 00010011 01110110 11101011 10100100
Keys

1110010 1111011 1101111 0011000 0011101 0000100 0110001 11011100
0110010 1111011 1101111 0011000 0011101 0000100 0110001 11011100

about half of the bits in the ciphertext differ and that the avalanche effect is pronounced after just a few rounds

Differential and Linear Cryptanalysis

Differential Cryptanalysis

¢ powerful method to analyse block ciphers
e a statistical attack against Feistel ciphers
e uses cipher structure not previously used

¢ the analysis compares differences between two related encryptions, and looks for a known difference
in leading to a known difference out with some (pretty small but still significant) probability.

e If a number of such differences are determined, it is feasible to determine the subkey used in the function f.

e compares two related pairs of encryptions with a
o known difference in the input and
o searching for a known difference in output when same subkeys are used




In differential cryptanalysis, we start with two messages, m and m’, with a
known XOR difference Am = m @& m’, and consider the difference between the
intermediate message halves: Am; = m; @ m'. Then we have

Amyp = my@m' g
= [my—y @ f(emy, K))] B [y B (' K))]
= Amy_ @ [f(m;, K)) @ f(m’, K,)]
difference. Therefore, if we know Am, | and Am, with high probability, then we

know Amy | with high probability. Furthermore, if a number of such differences are
determined, it is feasible to determine the subkey used in the function f.

begin with two plaintext messages m and m’

with a given difference and trace through a probable pattern of differences after each
round to yield a probable difference for the ciphertext. Actually. there are two proba-
ble patterns of differences for the two 32-bit halves: (Am; || Amy,). Next, we submit m

and m' for encryption to determine the actual difference under the unknown key and
compare the result to the probable difference. If there is a match,

E(K.m)@E(K.m") = (Amy7|| Amyg)

then we suspect that all the probable patterns at all the intermediate rounds are
correct. With that assumption, we can make some deductions about the key bits.
This procedure must be repeated many times to determine all the key bits.

Differential Propagation through Three Rounds of DES
after three rounds, the probability that the output difference is as shown is equal to 0.25 * 1 * 0.25 = 0.0625

( Ay 1 &my = 40 08 00 00 04 00 00 00 )

\
f{Am) = 40 (8 00 00 Am, = 04 00 00 00
C)‘ ' f | p=02s
] fiAm 00 00 00 (0 Am 00 00 00 00
| )= e
<>~ - f - p=10
\
fidm;, 5) = 40 08 00 00 Amg, 3 = 0400 0000
C) - f p=025

A
( A3 1l Anty, 5 = 40 08 00 00 04 00 00 00 )

CNS




Linear Cryptanalysis

e This attack is based on finding linear approximations to describe the transformations performed in DES

e This method can find a DES key given 2%3 known plaintexts, as compared to 2% chosen plaintexts
for differential cryptanalysis

e it may be easier to acquire known plaintext rather than chosen plaintext
¢ infeasible as an attack on DES

e For a cipher with nbit plaintext and ciphertext blocks and an m-bit key, let the plaintext block be
labeled P[1], ... P[n], the cipher text block C[1], ... C[n], and the key K[1], ... K[m]

Then define 5 | R l‘] = Ali] Aljl® ... Alk]
The objective of linear cryptanalysis is to find an effective linear equation of the form

P[(Yl.('lg ..... (Y(,]eC[Bl. Bg. Bb] = K["yl.‘)’g.

o

(wherex = Qor1:1 = a; b = n;c = m; and where the «, 8, and y terms represent
fixed, unique bit locations) that holds with probability p # (.5. The further p is from
The further p is from 0.5, the more effective the equation

Once a proposed relation is determined, the procedure is to compute the results of the lefthand side of

the preceding equation for a large number of plaintext-ciphertext pairs

If the result is 0 more than half the time, assume K[VI' Y2s - e 7c] =0.

If itis 1 most of the time, assume Kh'l s Y25 ones YL] = 1. This gives us a linear equation on the key bits.

Modes of operation

Mode Description Typical Application
Electronic . L : . .
Codebook Each block of 64 plaintext bits is encoded independently Secure transmission of single
(ECB) using the same key values (e.g., an encryption key)
Cipher Block | The input to the encryption algorithm is the XOR of the General-purpose block-oriented
Chaining next 64 bits of plaintext and the preceding 64 bits of transmission
(CBC) ciphertext Authentication
Cipher Input is processedj bits at qtlme. Prgcedlng ciphertext is General-purpose stream-oriented
used as input to the encryption algorithm to produce .
Feedback L . . transmission
pseudorandom output, which is XORed with plaintext to .
(CFB) . . Authentication
produce next unit of ciphertext
Output Similar to CFB, except that the input to the encryption Strleam—onented transmlsglon over
Feedback algorithm is the preceding DES outout noisy channel (e.g., satellite
(OFB) 9 P 9 put communication)
Counter Each block of plaintext is XORed with an encrypted General-purpose block-oriented
counter. The counter is incremented for each subsequent | transmission
(CTR) . .
block Useful for high-speed requirements

Various Modes

orwbdPE

Electronic Codebook Mode
Cipher Block Chaining Mode
Cipher Feedback Mode
Output Feedback Mode
Counter Mode




Electronic Codebook Mode

Encryption
Time=1 Time =2 Time=N

Pl P: P‘\.'

C, C, Cx
Decryption

33 C; Cy

® L J ®

Py P, Py
Cipher Block Chaining Mode
Encryption

Time=1 Time=2 Time=N

Py




Cipher Feedback Mode — Encryption / Decryption

v

Shifr register
b rhil?’[ « bles ]

64

/
A
K —>[Enersp |
A 64
y

Select Discard
ehits | &y hits

«— v
Shift ot
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464
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R{E .

A64
V
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s v 3 A 4
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ihln Shift 5
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Counter Mode

Encryption
Counter Counter + 1 Counter + N -1
K —p{ Enerypt K —p| Enerypt K —p| Encrypt
I,l Pl L 2 o P\
C) Ca Cy
Decryption
Counter Counter + 1 Counter + N -1
K —p] Encrypt K —pi Encrypt K —p| Encrypt
o s o Eotl Cx

P 1 P, PA\.

e |V:initialization vector

o plaintext (padded as necessary) consists of a sequence of b-bit blocks, P1, P2,...,PN;
e the corresponding sequence of ciphertext blocks is C1, C2,..., CN.

¢ the unit of transmission is s bits; a common value iss =8

Advantages Of CTR Mode

¢ Hardware efficiency
e Software efficiency
e Preprocessing

¢ Random access

e Provable security

o Simplicity

Encryption Algorithms
Advanced Encryption Standard

e The AES Cipher

e AES Parameters

e AES Encryption and Decryption
e AES Data Structures

e AES Encryption Round

e Substitute Bytes Transformation
e ShiftRows Transformation

¢ AddRoundKey Transformation

e AES Key Expansion
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The AES Cipher

e The Rijndael proposal for AES defined a cipher in which the block length and the key length can
be independently specified to be 128, 192, or 256 bits.

e The AES specification uses the same three key size alternatives but limits the block length to 128 bits.
e A number of AES parameters depend on the key length.

¢ In the description of this section, we assume a key length of 128 bits, which is likely to be the one
most commonly implemented

AES Parameters

Key Size (words/ytes/bits) 4/16/128 6/24/192 8/32/256
Plaintext Block Size (words/bytes/bits) 4/16/128 4/16/128 4/16/128
Number of Rounds 10 12 14
Round Key Size (words/bytes/bits) 4/16/128 4/16/128 4/16/128
Expanded Key Size (words/bytes) 44/176 52208 60/240

AES Encryption and Decryption

Plaintext Key Plaintext
! —
| Add round key }; [0, 3] —>| Add round key I
h 4 =
| Substitute bytes I I Expand key I | Inverse sub bytes l i
! t -
— | Shiftrows | | Inverse shift rows | =
<
o [ —" [
v v 1
| Addroundkey |e————— W[4, 7] ————] Addroundkey |
v t >
. | Inverse subbytes | E
=
* &
’ | Inverse shift rows |
! t
| Substitute bytes | =
Il .
- | Shiftrows | -
e !
5 | Mix columns I —l I Inverse mix cols |
v v i
[ Addroundkey |&—— w[36,39] ———— Addroundkey |
| Substitute bytes | | Inverse sub bytes | —
=
= £
— (=
T |  Shiftrows | _l | Inverse shift rows | =
B ! |
&

7
| Add 1'o;ud key |¢———— W[40,43] ——— Addroundkey |
! f

Ciphertext Ciphertext
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AES Data Structures

Input, state array, and output

ing | ing | dng | ing S | Yo | So2 | s0s o0 | %01 | %02 | sos ol | onty | eutyoutys
iny | ins | ing | ings 0 s a2 | s CTIERE T B ouly | ours | outg louty s
» —ag—t—t ] ccccncnnnnn > »
iny | ing fimgg|ing, San | 520 | 522 | 52 S30 | 521 | S22 ] 52 ouly | outg lontglonry
iy | ing famygy | inge 530 | 531 | 5aa | ss0 sag | saq | Sas ] saa auty | onty louty|outys
Key and expanded key
Ko | ks | ks | ki
k| kz "9 k“
> Wy L w3 .. waa | v
Ky | ks | Kag | Ky
k’( k? k" kll

AES Encryption Round

State [ I I l I I l | I J I I I T J I I I I J I
SESEsRsNcoNoNolS EJ?EJ%IBJL?BJ
State [ I ] I I T T I I =2 I I I
Y Y Y Y Y \ Y Y
la T L T Ll ‘ 1 1 1 1 1 1 1 1 1 1
1 | - 2= 1 [ 1 ] 1
: : i : - . : . : 4 ; ' l —e
1 1 1 1 1 : T T ' ] | ] 1 1 1
: : i i ; g ——— : ; \ - : e
ShiftRows e e L e
B L = 0 [ N R
: F— - - v T - - :*; | :
I \ i : I i \ . \ N : ‘ -l
Y Y Y 4 4 Y T y
State [ | I I [ | [ [ | | | | | [ [ [
Ny L/ N/ NS N/
MixColumns M M M M
State [ | I | [ | [ | | [ | | | [ [ [
ro rl\ rz r_;\' r4 7'5 i ro fz" rs‘ ra" 7'10 rl\i rn‘ I'l\_: r“‘ rl\i
srky DO D DD DD DD DD DD O DD
Y 4 Y Y Y Y Y Y Y
State [ | I [ | | [ [ | [ | | | [ [ [
e Substitute Bytes Transformation
¢ ShiftRows Transformation
¢ AddRoundKey Transformation
e AES Key Expansion




Koy Expansion Algorithins

The AES key expansion algorithm takes as input a four-word ( I 6-byte) key and pro-
duces a linear array of 44 words (176 bytes) This is sufficient 1o provide a four-word
round key for the initial AddRoundKey stage and ecach of the 10 rounds of the
ciphar. The pseodocode on the next page descnibes the expansion.

The key is copied into the first four words of the expanded key. The remain-
der of the expanded keyv is filled in four words at a time. Each added word wii]
depends on the immediately preceding word. wii — 1], and the word four posi-
tions back, wii — 4] In three out of four cases. a simple XOR is used. For a word
whose position n the w array is 2a multipie of 4. a more complex function s ased.
Figure 5.9 illustrates the goneration of the expanded key, using the symbol g to
represent that complex function. The function g consists of the following
subfunctions.

1. RotWord performs a one-byte circular lefl shift on a word. This means that an
imput word [|By, B, B, B;]is transformed into | B;. B, B3 Bl

Z. SubWord performs a byte substitution on each byte of its input word. usang the
S-box (ITable 5 Z2a).

3. The result of steps T and 2 s XORed with a round constant. Roconjj]-

The round constant == a word in whech the three rightmost Dytes are always OO0
Thus the effect of an XOR of a word withh Roon is to only perform an XOR on the laefi-
most byte of the word The round constant is different for each round and is defined as
Roonij] — (RCLHL. O, 0, O)y_with RCJI] — [ _RCfj] — 2 - RCLj— 1] and with smualtiplica-
tion defined over the field GF(2%)_ The values of RCjj] in hexadecimal are

i 1 2 3 a2 = & rd = =] 10

RCYi or az o1 oS 10 20 a0 B0 1E 36

EsyExpanslion (Dyte kEaeyil&], wora wiadal)
£
word Caemp
Eaox (X — O 3-8 13s) Wil - [(E=yiad*1il, k=yida*=zs1].
Eeyla=1+37,
Xy [a~-1+31);
For (1 — €; 1 < €87 1%+
£
temp - Wit — X33
IT {1 mot 4 - D) TImp - SubWora (EotWora (tsmpi )
B RBcomlisag:
wWit] - wi2-4] O t=mp

>
b J
Ko | ka2 | Kn | &k NS
Y Ky | Kys
R | &g | Kye | Kss
Kz | A | Kys | ks

&y | &=

I-.—‘.

H

)
B
B

B Famctlon g

ta) Owarall algociiiun
Figmre 5.9 AES Koy Expansion



Double DES

¢ has two encryption stages and two keys

e Given a plaintext P and two encryption keys
K1 and K2 and , ciphertext C is generated as
C = E(K2, E(K1, P))

e Decryption requires that the keys be applied
in reverse order P = D(K1, D(K2, C))

¢ this scheme apparently involves a keylength
of 56 * 2 = 112 hits, resulting in a dramatic
increase in cryptographic strength

Meet-In-The-Middle Attack

Decryption

e Itis based on the observation that, if we have C = (a) Double encryption

E(K2, E(K1, P)) then X = E(K1, P) = D(K2, C)
e Given a known pair, (P, C) the attack proceeds as follows
e  First, encrypt P for all 256 possible values of K1
e Store these results in a table and then sort the table by the values of X
o Next, decrypt C using all 2% possible values of K2
e As each decryption is produced, check the result against the table for a match.
e If amatch occurs, then test the two resulting keys against a new known plaintext—ciphertext pair.
¢ If the two keys produce the correct ciphertext, accept them as the correct keys.
e For any given plaintext P, there are 264possible ciphertext values that could be produced by double DES
o the foregoing procedure will produce about 2*8 false alarms on the first (P,C) pair.
e With an additional 64 bits of known plaintext and ciphertext, the false alarm rate is reduced to 248-64 — »°16
¢ If the meet-in-the-middle attack is performed on two blocks of known plaintext—ciphertext, the

probability that the correct keys are determined is 1 — 2 16,
e The result is that a known plaintext attack will succeed against double DES, which has a key size of

112 bits, with an effort on the order of 2°6, which is not much more than the 2%° required for single DES

Triple DES

e triple encryption method that uses
only two keys

e The function follows an encrypt-
decrypt-encrypt (EDE) sequence

e C=E(K1, D(K2, E(K1, P)))

e There is no cryptographic significance to

the use of decryption for the second
stage.

e advantage is that it allows users of 3DES
to decrypt data encrypted by users of the older single DES:
e C=E(K1, D(K1, E(K1, P))) = E(K1, P)

Attacks on TDES

Decryption

Known-Plaintext Attack on Triple DES

Triple DES with Three Keys

e Three-key 3DES has an effective key length of 168 bits and is defined as follows:

e C=E(K3, D(K2, E(K1, P)))

e Backward compatibility with DES is provided by putting K3 = K2 or K1 = K2.

¢ A number of Internet-based applications have adopted three-key 3DES, including PGP and S/IMIME
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Blowfish

e Symmetric block cipher that can be effectively used for encryption and safeguarding of data

o It takes a variable-length key, from 32 bits to 448 bits, making it ideal for securing data.

o fast, free alternative to existing encryption algorithms

e unpatented and license-free, and is available free for all uses

o Blowfish Algorithm is a Feistel Network, iterating a simple encryption function 16 times.

e The block size is 64 bits, and the key can be any length up to 448 bits.

e Although there is a complex initialization phase required before any encryption can take place, the actual
encryption of data is very efficient on large microprocessors.

e Blowfish is a variable-length key block cipher.

e |tis suitable for applications where the key does not change often, like a communications link or an
automatic file encryptor.

e ltis significantly faster than most encryption algorithms when implemented on 32-bit microprocessors with
large data caches

Feistel Networks

. . . Left Block Right Block
o A Feistel network is a general method of transforming ‘ I I g

any function (usually called an Ffunction) into a
permutation.

e It was invented by Horst Feistel and has been used in X
many block cipher designs. }'
e The working of a Feistal Network is given below:
o Split each block into halves
o Right half becomes new left half s ol
o New right half is the final result when the left half is §
XOR'd with the result of applying f to the right half
and the key. \ $

o Note that previous rounds can be derived even if | Left Block | Right Block

the function f is not invertible
The Blowfish Algorithm:

e Manipulates data in large blocks
¢ Has a 64-bit block size.
e Has a scalable key, from 32 bits to at least 256 bits.
o Uses simple operations that are efficient on microprocessors.
o e.g., exclusive-or, addition, table lookup, modular- multiplication.
o It does not use variable-length shifts or bit-wise permutations, or conditional jumps.
¢ Employs precomputable subkeys.
o On large-memory systems, these subkeys can be precomputed for faster operation.

o Not precomputing the subkeys will result in slower operation, but it should still be possible to encrypt
data without any precomputations.

e Consists of a variable number of iterations.
e Uses subkeys that are a one-way hash of the key.
o This allows the use of long passphrases for the key without compromising security.
e Has no linear structures that reduce the complexity of exhaustive search.
e Uses a design that is simple to understand.

Description Of The Algorithm

¢ Blowfish is a variable-length key, 64-bit block cipher.

e The algorithm consists of two parts:
o a key-expansion part and
o adata- encryption part.

¢ Key expansion converts a key of at most 448 hits into several subkey arrays totaling 4168 bytes.
¢ Data encryption occurs via a 16-round Feistel network.

e Each round consists of a keydependent permutation, and a key- and data-dependent substitution.
e All operations are XORs and additions on 32-bit words.
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¢ The only additional operations are four indexed array data lookups per round
Subkeys

e Blowfish uses a large number of subkeys.
e These keys must be precomputed before any data encryption or decryption.
e The P-array consists of 18 32-bit subkeys:P1, P2,..., P18.
e There are four 32-bit S-boxes with 256 entries
each: o S1,0,S1,1,..., S1,255;
o S2,0, S2,1,..,, S2,255;
o S3,0, S3,1,..., S3,255;
o S4,0,54,1,..,, S4,255.

Encryption

e Blowfish has 16 rounds.

e Theinputis a 64-bit data element, x.
¢ Divide x into two 32-bit halves: xL, xR.
e Then,

for i = 1 to 16:

XL xL XOR Pi

XR

F(xL) XOR xR

Swap xL and xR

o After the sixteenth round, swap xL and xR again to undo the last swap.
e Then, xR =xR XOR P17 and xL =xL XOR P18.
¢ Finally, recombine xL and xR to get the ciphertext.

Decryption

e Exactly the same as encryption, except that P1, P2,..., P18 are used in the reverse order
Generating the Subkeys

The subkeys are calculated using the Blowfish algorithm:

1. Initialize first the P-array and then the four S-boxes, in order, with a fixed string.

This string consists of the hexadecimal digits of pi (less the initial 3): P1 = 0x243f6a88, P2 = 0x85a308d3, P3
= 0x13198a2e, P4 = 0x03707344, etc.

2. XOR P1 with the first 32 bits of the key, XOR P2 with the second 32-bits of the key, and so on for all bits of
the key (possibly up to P14). Repeatedly cycle through the key bits until the entire P-array has been XORed
with key bits. (For every short key, there is at least one equivalent longer key; for example, if A is a 64-bit
key, then AA, AAA, etc., are equivalent keys.)

3. Encrypt the all-zero string with the Blowfish algorithm, using the subkeys described in steps (1) and (2).
4. Replace P1 and P2 with the output of step (3).

5. Encrypt the output of step (3) using the Blowfish algorithm with the modified subkeys.

6. Replace P3 and P4 with the output of step (5).

~

. Continue the process, replacing all entries of the P array, and then all four S-boxes in order, with the
output of the continuously changing Blowfish algorithm.

¢ Intotal, 521 iterations are required to generate all required subkeys.
¢ Applications can store the subkeys rather than execute this derivation process multiple times.
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RC5

Introduction

e aproprietary cipher owned by RSADSI

e designed by Ronald Rivest (of RSA fame)
e used in various RSADSI products

e canvary key size / data size / no rounds

e very clean and simple design

¢ easy implementation on various CPUs

o yet still regarded as secure

RC5 Ciphers

¢ RC5 is afamily of ciphers RC5-w/r/b

o W = word size in bits (16/32/64) nb data=2w
o r=number of rounds (0..255)
o b =number of bytes in key (0..255)

e nominal version is RC5-32/12/16
o 32-bit words so encrypts 64-bit data blocks
o using 12 rounds
o with 16 bytes (128-bit) secret key

RC5 Key Expansion

o RC5 uses 2r+2 subkey words (w-bits)
e subkeys are stored in array SJi], i=0..t-1
o the key schedule consists of

o initializing S to a fixed pseudorandom value, based on constants e and phi
o the byte key is copied (little-endian) into a c-word array L
o amixing operation then combines L and S to form the final S array

RC5 Encryption

e splitinput into two halves A & B

e LO=A+3[0];

e RO=B+S[]1]

e fori=1ltordo
o Li=((Li-1 XOR Ri-1) <<< Ri-1) + S[2 x i];
o Ri=((Ri-1 XOR Li) <<< Li) + S[2 xi + 1];

e each round is like 2 DES rounds

e note rotation is main source of non-linearity

e need reasonable number of rounds (eg 12-16)

RC5 Modes

¢ RFC2040 defines 4 modes used by RC5

e RCS5 Block Cipher, is ECB mode

e RC5-CBC, is CBC mode

¢ RC5-CBC-PAD, is CBC with padding by bytes with value being the number of padding bytes

¢ RC5-CTS, avariant of CBC which is the same size as the original message, uses ciphertext stealing
to keep size same as original.
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Public Key Cryptography

Principles of Public-Key Cryptosystems

e Public-Key Cryptosystems

e Applications for Public-Key Cryptosystems
e Requirements for Public-Key Cryptography
e Public-Key Cryptanalysis

Public-Key Cryptosystems

Introduction

e The concept evolved from an attempt to attack two of the most difficult problems associated with

symmetric encryption
o Key Distribution
o The Digital Signatures
e Called as Asymmetric Cryptography

e Asymmetric algorithms make use of one key for encryption, another for decryption

Characteristics of Asymmetric algorithms

e |tis computationally infeasible to determine the decryption key given only knowledge of the

cryptographic algorithm and the encryption key

o Either of the two related keys can be used for encryption, with the other used for decryption

Public-Key Cryptography

Six Ingredients

e Plaintext: This is the readable message or data that is fed into the algorithm as input.
e Encryption algorithm: The encryption algorithm performs various transformations on the plaintext.

e Public and private keys: This is a pair of keys that have been selected so that if one is used for
encryption, the other is used for decryption. The exact transformations performed by the algorithm
depend on the public or private key that is provided as input.

e Ciphertext: This is the scrambled message produced as output. It depends on the plaintext and the
key. For a given message, two different keys will produce two different ciphertexts.

e Decryption algorithm: This algorithm accepts the ciphertext and the matching key and produces

the original plaintext.

Encryption

Bobs's

Alice

Alice's public
key

Transmitted

Ny

Alice 's private

Plaintext

s Enecryption algorithm
input

(e.g., RSA)

ciphertext

CNS

key
’
Bt T Plaintext
ecryption algorithm ciifput

(reverse of encryption
algorithm)




Authentication

Alice's
public key

? Joy Ted
Mike Bob
Bob's private Bob's public
key key
v
_— Transmitted —_—
— ciphertext l: ] —
Plaintext = SR Bt | — Fsotid Plaintext
st neryption algorithm ecryption algorithm ittt

(e.g., RSA)

Comparison with Symmetric Key Encryption

(reverse of encryption
algorithm)

Conventional Encryption

Public-Key Encryption

Needed to Work

1. The same algorithm with the same key is used for
encryption and decryption.

2. The sender and receiver must share the algorithm
and the key.

Needed to Work

1. One algorithm is used for encryption and decryption
with a pair of keys, one for encryption and one for
decryption.

2. The sender and receiver must each have one of the
matched pair of keys (not the same one).

Needed for Security:
1. The key must be kept secret.

2. It must be impossible or at least impractical to
decipher a message if no other information is
available.

3. Knowledge of the algorithm plus samples of
ciphertext must be insufficient to determine the key.

Needed for Security:
1. One of the two keys must be kept secret.

2. It must be impossible or at least impractical to
decipher a message if no other information isavailable.

3. Knowledge of the algorithm plus one of the keysplus
samples of ciphertext must be insufficient to determine
the other key.

Public-Key Cryptosystem: Secrecy

Cryptanalyst

Source A

A

Message A Encryption Y
Source Algorithm

PU




Public-Key Cryptosystem: Authentication

Cryptanalyst

A
PR,
Source A Destination B
' -, W = e N, ™

X

Decryption
Algorithm

Encryption | | Y

Algorithm

Message
Source

4/

Key Pair
Source

Public-Key Cryptosystem: Authentication and Secrecy

Source A Destination B

i A = i A N\

Tessage Encr_vption Encryption} Decryption| 1 Decryption| X Tessage
Source Algorithm E Algorithm | Algorithm Algorithm | Dest.
A

f t

PUy

Key Pair
Source

PR, PU,

Key Pair

Source

Applications for Public-Key Cryptosystems
Encryption/decryption

The sender encrypts a message with the recipient's public key.
Digital signature

The sender "signs" a message with its private key. Signing is achieved by a cryptographic algorithm applied
to the message or to a small block of data that is a function of the message.

Key exchange

Two sides cooperate to exchange a session key. Several different approaches are possible, involving
the private key(s) of one or both parties.



J original message, M.
J The two keys can be applied in either order: M = D[PUb, E(PRb, M)] = D[PRb, E(PUb, M)]

Public-Key Cryptanalysis
Three types of attacks

e Brute force
e Deducing the private key
¢ Probale message attack

Brute force

e public-key encryption scheme is vulnerable to a brute-force attack
e countermeasure is to use large keys
o Public-key systems depend on the use of some sort of invertible mathematical function

o the key size must be large enough to make brute-force attack impractical but small enough for
practical encryption and decryption

Deducing the private key

¢ find some way to compute the private key given the public key
e So far, not been mathematically proven that this is infeasible for a particular public-key algorithm
¢ Not been successful till date

Probale message attack

e peculiar to public-key systems
e Suppose, for example, that a message were to be sent that consisted solely of a 56-hit DES key.

e An adversary could encrypt all possible 56-bit DES keys using the public key and could discover
the encrypted key by matching the transmitted ciphertext.

e Thus, no matter how large the key size of the public-key scheme, the attack is reduced to a brute-
force attack on a 56-bit key.

e This attack can be thwarted by appending some random bits to such simple messages

Rivest-Shamir-Adleman (RSA) Algorithm

e block cipher in which the plaintext and ciphertext are integers between 0 and n - 1 for some n.
e Atypical size for nis 1024 bits, or 309 decimal digits
e public-key encryption algorithm with a public key of PU = {e, n} and a private key of PR = {d, n}.

Key Generation

Select p. g p and g both prime,p # g
Calculaten =p X q

Calcuate ¢(n)=(p—1)(g—1)

Select integer e ged (d(n),e)=1:1 <e < p(n)
Calculate d d=e"! (mod ¢(n))

Public key PU={e,n}

Private key PR ={d,n}

Encryption

Plaintext: M<n

Ciphertext: C=M*mod n

Decryption

Ciphertext: &

Plaintext: M=C%mod n



Example of RSA Algorithm

Encryption Decryption
Plaintext . Plaintext
88 Il?mod 88 +—> 88
|/ |/
PU =17, 187 PR =123, 187

I. Select two prime numbers, p=17 and g=11.
Calculate n=pg=17 x 11 = 187.
1. Calculate d(n)=(p—1)(g—1)=16 x 10=160.

4. Select e such that e is relatively prime to ¢(n) = 160 and less than ¢(n); we
choosee="17.

Determine d such that de=1 (mod 160) and d < 160. The correct value is d =23,
because 23 x 7 = 161 = (1 x 160) + 1: d can be calculated using the extended
Euclid’s algorithm (Chapter 4).

)

thn

The resulting keys are public key PU = {7, 187} and private key PR = {23, 187).
Encryption
we need to calculate C = 887 mod 187.
887 mod 187 = [(88* mod 187) x (88% mod 187)
x (88! mod 187)] mod 187
88! mod 187 =88
882 mod 187 = 7744 mod 187 =77
88* mod 187 = 59.969.536 mod 187 = 132
887 mod 187 = (88 x 77 x 132) mod 187 = 894.432 mod 187 = 11

Decryption

For decryption, we calculate M =117 mod 187:

112 mod 187 =[(11' mod 187) x (11> mod 187) x (11* mod 187)
x (118 mod 187) x (1 18 mod 187)] mod 187

11! mod 187 =11

112 mod 187 =121

114 mod 187 = 14,641 mod 187 =55

118 mod 187 =214.358.881 mod 187 =33

112 mod 187 = (11 x 121 x 55 x 33 x 33) mod 187 = 79.720.245 mod 187 = 88

The Security of RSA

Four possible approaches to attacking the RSA algorithm are as follows:
Brute force

e This involves trying all possible private keys.



e The defense is to use a large key space
o the larger the number of bits in e and d, the better
o the larger the size of the key, the slower the system will run

Mathematical attacks

There are several approaches, all equivalent in effort to factoring the product of two primes.

Timing attacks

These depend on the running time of the decryption algorithm.

Chosen ciphertext attacks

This type of attack exploits properties of the RSA algorithm.

Mathematical Attacks

e Three approaches to attacking RSA mathematically:

l. Factor » into its two prime factors. This enables calculation of ¢(n) = (p — 1) x
(g — 1), which in turn enables determination of d = e (mod &(n)).

. Determine ¢(n) directly, without first determining p and g. Again, this enables
determination of d= ¢ (mod ¢(n)).

5. Determine d directly, without first determining ¢(n).

To avoid values of n that may be factored more easily, the algorithm’s inventors suggest the
following constraints on p and q.

i. p and g should differ in length by only a few digits. Thus. for a 1024-bit key (309
decimal digits). both p and ¢ should be on the order of magnitude of 107 to 101%.

2. Both (p—1) and (¢ — 1) should contain a large prime factor.

3. ged(p —1,qg — 1) should be small.

1/4

ife<nandd<n~", then d can be easily determined

Timing Attack

e This attack is alarming for two reasons:
o It comes from a completely unexpected direction
o itis a ciphertext-only attack

¢ Atiming attack is somewhat analogous to a burglar guessing the combination of a safe by observing
how long it takes for someone to turn the dial from number to number.

¢ We can explain the attack using the modular exponentiation algorithm

¢ modular exponentiation is accomplished bit by bit, with one modular multiplication performed at
each iteration and an additional modular multiplication performed for each 1 bit

Working of this attack

« The attack proceeds bit-by-bit starting with the leftmost bit, bk

e Suppose that the first j bits are known

e For a given ciphertext, the attacker can complete the first j iterations of the for loop.
e The operation of the subsequent step depends on the unknown exponent bit.

¢ if the observed time to execute the decryption algorithm is always slow when this particular iteration is
slow with a 1 bit, then this bit is assumed to be 1.

¢ If a number of observed execution times for the entire algorithm are fast, then this bit is assumed to be0
Methods to overcome timing attacks
Constant exponentiation time

e Ensure that all exponentiations take the same amount of time before returning a result.
e Thisis a simple fix but does degrade performance



Message Authentication

 Message authentication is concerned with:
— protecting the integrity of a message
—validating identity of originator
—non-repudiation of origin (dispute resolution)

* Will consider the security requirements

* Three functions used:

— Message Encryption
—Message Authentication Code (MAC)
—Hash Function



Security Requirements

Disclosure

Traffic analysis
Masquerade

Content modification
Sequence modification
Timing modification
Source repudiation
Destination repudiation



Message Encryption

 Message encryption by itself also provides a
measure of authentication

* |f symmetric encryption is used then:
— receiver knows sender must have created it
since only sender and receiver know key used

— knows content is not been altered

— if message has suitable structure, redundancy or a
checksum to detect any changes



Message Encryption

* Symmetric encrvption: Confidentiality & Authentication

Source A Destination B

(D) m

Ex(M) K

K



Message Encryption

* |f public-key encryption is used:
— encryption provides no confidence of sender
— since anyone potentially knows public-key

— however if
e sender signs message using their private-key
* then encrypts with recipients public key
* have both secrecy and authentication



Message Encryption

* Public-key encryption : Confidentiality

Source A Destination B

KU, Exup(M) KRy,



Message Encryption

° Public-key encryption . Authentication & Signature

Source A Destination B

KRa EKRa(M) KUa



Message Encryption

Public-key encryption . Confidentiality, Authentication & Signature

(e

EKUb[EKRa(M)]

Exra(M
KR, kra(M) KU, KR, Exra(M) KU,



Message Authentication Code (MAC)

Generated by an algorithm that creates a small
fixed-sized block called cryptographic checksum
or MAC

— depending on both message and some key
— need not be reversible like encryption

Appended to message as a signhature

Receiver performs same computation on message
and checks it matches the MAC

Provides assurance that message is unaltered and
comes from sender



Message Authentication Code

Message

MAC
algorithm

K

MAC

MAC
algorithm

I Compare

Figure 3.1 DMessage Authentication Using a Message Authentication Code (MAC)



Message Authentication Codes

* As shown the MAC provides authentication

e Can also use encryption for Secrecy
— generally use separate keys for each
— can compute MAC either before or after encryption
— is generally regarded as better done before
* If only sender and receiver only knows secret key and if
MAC is matched then,
— Receiver is assured that the message has not been altered
— Receiver is assured that the message is from the alleged sender

— If message includes Sequence no. then the receiver can be
assured of the proper sequence



Message Authentication Codes

Message Authentication:

M | K | | | '?
Compare
| *

Ck(M)



Message Authentication Codes

Message Authentication and Confidentiality:
(Authentication Tied to Plaintext)

e

K2 K2

Exa[M || Cyy(M)]



Message Authentication Codes

Message Authentication and Confidentiality:
(Authentication Tied to Cipher text)

EKZ(M)

_.SE}_ - - ?

K2 Compare K2

1
Cx1[Ek2(M)]




Hash Functions

Condenses arbitrary message to fixed size Hash code h
= H (M)

Also called Message digest or Hash value
The hash function is public and not keyed (MAC is keyed)
Hash code is a function of all bits of the message

Change to any bit or bits in the message results in a
change to the Hash code

Most often to create a digital signhature
Can use in various ways with message



WA S T ozt e oy i)

a. Message plus concatenated hash code is encrypted using
symmetric encryption

K

st

..‘r_— Campare
EH{M || HIM)) / T

H[iﬂ]

Authentication and Confidentiality
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WA S T ozt e oy i)

b. Only the hash code is encrypted using symmetric encryption

m | 1
YT

F i Campare
/

!
0 EMHMY]

No Confidentiality only Authentication (Acts as MAC)
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Basic Uses of Hash Function

C. Only hash code is encrypted using public key encryption
using sender’s private key

] R B I Hl
-
M ‘ﬂﬂ . M l
- WFRa g s Compare
/
/
H -/ D
. EkRa[HM)] .

No Confidentiality only Authentication



Basic Uses of Hash Function

d. Message plus public-key-encrypted hash code is encrypted
using a symmetric secret key

K K

M o B —
] I
R _‘;m Campare
JW EKM || EXRaHOM)] |
w{H (€} R —{D )J

Confidentiality and digital signature




Basic Uses of Hash Function

e. Hash value is computed over message plus secret value S

E} M

vy

_"m;
/

f
2 —_;@_’@7 HiM || 5)

g —a | = l

Campare

!

No Confidentiality only Authentication



Basic Uses of Hash Function

f. Message plus hash code is encrypted to the approach (e)

H .

m N S A O

..;:m—| Campare

EM | A(M | ] /

f ]
; —_;@—’@7 HOM ) |

Confidentiality and Authentication



Requirements for Hash Functions

The Purpose of Hash function is to produce the
fingerprint of file, message or other block of data

For message authentication, a hash function H
must have the following properties:

1.
2.
3.
4. Given h, itis infeasible to find M s.t. H (M) =h

H can be applied to any sized message M
H produces fixed-length output h
It is easy to compute h=H (M) for any message M

e one-way property

Given x, itisinfeasible to find ys.t. H(y)=H (x)
e weak collision resistance

It is infeasible to find any x, ys.t. H(y)=H (x)
e strong collision resistance



Birthday Attacks

* Might think a 64-bit hash is secure
* But by Birthday Paradox is not

* The birthday paradox can be stated as follows:

— What is the minimum value of k such that the probability
is greater than 0.5 that at least two people in a group of
k people have the same birthday?

— It turns out that the answer is 23 which is quite a
surprising result.

— In other words if there are 23 people in a room, the
probability that two of them have the same birthday is
approximately 0.5.

— |f there is 100 people (i.e. k=100) then the probability is

9999997, i.e. you are almost guaranteed that there will
be a duplicate.




Birthday Attacks

Digital signatures can be susceptible to a birthday attack.

A message is typically signed by first computing , where is
a cryptographic hash function, and then using some secret

key to sign .
Suppose Mallory wants to trick Bob into signing
a fraudulent contract.

Mallory prepares a fair contract and a fraudulent one .

She then finds a number of positions where can be
changed without changing the meaning, such as inserting
commas, empty lines, one versus two spaces after a
sentence, replacing synonyms, etc.



Birthday Attacks

By combining these changes, she can create a huge number
of variations on which are all fair contracts.

In a similar manner, Mallory also creates a huge number of
variations on the fraudulent contract .

She then applies the hash function to all these variations
until she finds a version of the fair contract and a version of
the fraudulent contract which have the same hash value, .

She presents the fair version to Bob for signing.

After Bob has signed, Mallory takes the signature and
attaches it to the fraudulent contract.

This signature then "proves" that Bob signed the fraudulent
contract.



Birthday Attacks

Might think a 64-bit hash is secure
But by Birthday Paradox is not

Birthday attack works thus:

m/ . . .
— opponent generates 2 /2variations of a valid message all
with essentially the same rpneaning

— opponent also generates 2 /2 variations of a desired
fraudulent message

— two sets of messages are compared to find pair with same
hash (probability > 0.5 by birthday paradox)

— user sign the valid message, then substitute the forgery
which will have a valid signhature

Conclusion is that need to use larger MAC/hash



MD5: Message Digest Version 5

Input Message

Output 128 bits Digest

* Developed by Ron Rivest at MIT
* Until recently the most widely used hash algorithm
* Specified as Internet standard RFC1321



MD5 Overview

Padding Message length

(1 to 512 hits) (K mod 294
ok L % 512 bits = N x 32 bits -~
-4 K bits
Message 1000

128-bit
digest



MD5

1. Append Padding Bits:
- Pad message so its length is 448 mod 512

- ie the length of padded message is 64 bits less than
an integer multiple of 512 bits.

- Padding is always added

- For eg. If the message is 448 bits long, it is
padded by 512 bits to a length of 960 bits

- The number of padding bits is in the range of 1-512

- Padding consists of single 1-bit followed by the
necessary no of O-bits



MD5
Append Length:

-A 64-bit length value of original message is
appended to the result of step 1.

-If the original message is greater than 2% then only
the lower order 64 bits of the length are used.

-Thus the field contains length of the original
message

The outcome of the first 2 steps yields the message that
is an integer multiple of 512 bits in length.

Expanded message is represented as the sequence of
512-bit blocks Yy, Y, ... Y, ;4

Total length of the expanded message is L x 512 bits



Initialize MD buffer:

- A 128-bit buffer is used to hold the intermediate and
final results of the hash

function.

- Buffer can be represented as four 32-bit registers
(A,B,C,D)

- These registers are initialized to the following 32-bit
Integers:

A=67452301 B=EFCD AB 89
C=98 BADCFE D=10325476

- These values are stored in little-endian format
word A =01 23 45 67 word B =89 AB CD EF
word C=FEDCBA98 wordD=76543210




MD5 Overview

3. Process message in 512-bit (16-word) blocks: (Compression

Function)

Using 4 rounds of 16 bit operations on message block & buffer

These 4 rounds have similar structures but uses different logical
functions, F,G, H and |

Each round takes the current 512-bit block (Yq) and 128-bit

buffer value ABCD as input and updates the contents of the
buffer.

Each round also makes use of the one fourth of a 64-element
tadle T[1...64] DoYstrubted frow siYe fuYPtioY.

The it" element of T, T[i] = 232 x abs(sin(i)) (i is in radians)

The output of the fourth round is added to the input to the first
round (CV,) to produce CVg..

This addition is done using addition modulo 232



MD5 Overview

4. Output:
- After all L 512-bit blocks have been processed, the output from
the L stage is the 128-bit message digest.

- Behavior of MD5 can be summarized:

CVo=1V
CVq+1 = SUM32[CVq; RFI(Yq; RFH(YQ)RFG(YC{; RFF(YCII CVCI))))]
where

IV = Initial value of ABCD buffer

Yq= qth 512-bit block of the message

L = No. of blocks in the message

CV, = Chaining Variable processed with qth block
RFx = Round Function using primitive legal fn x
MD = Final message digest

SUM3; = Addition modulo 232



MD5 Compression Function

Each round has 16 steps of the form:
b =Db+((a + g(b,c,d)+ X[k]+T[1])<<KL s)

Where
a,b,c,d = the 4 words of the buffer
g = one of the primitive fn F, G, H, |
<<<5 = circular left shift of the 32-bit argument by s Bits

X[k] = M[q x 16 + k] = kth 32-bit word in the gth 512-bit block of the
message

X[i] =In the first round — used in their original order
p2[i] = (1 + 5i) mod 16
p3[i] = (5 + 3i) mod 16
p4[i] =7i mod 16

T[i] = ith 32-bit word in matrix T += Addition modulo 232




MD5 Compression Function

| B C | D

Sy

A
X[ k]
e

'le]




Functions F, G, H and |

Round Primitive Fn. g G(b, c, d)
1 F(b,c,d) (bAc)v(~b A d)
2 G(b,c,d) (b A d) v(cA~d)
3 H(b,c,d) b®cD d
4 I(b,c,d) cD(b A ~d)




Truth Table of Logical Functions




Secure Hash Algorithm

SHA originally designed by NIST & NSA in 1993 and was
revised in 1995 as SHA-1

US standard for use with DSA signature scheme
— standard is FIPS 180-1 1995, also Internet RFC3174
— nb. the algorithm is SHA, the standard is SHS

Based on design of MD4 with key differences
Produces 160-bit hash values

Recent 2005 results on security of SHA-1 have raised
concerns on its use in future applications



Revised Secure Hash Standard

NIST issued revision FIPS 180-2 in 2002 and added 3
additional versions of SHA

— SHA-256, SHA-384, SHA-512

Desighed for compatibility with increased security
provided by the AES cipher

Structure & detail is similar to SHA-1
Hence analysis should be similar
But security levels are rather higher



SHA-512 Overview

-« M x 1024 bits >

« L bits » «128 bits-»

| Message ‘mn..n ‘ L \

w—— 1024 bits

1024 bits — wi—— 1024 bits —

¥¥¥

S SRR

¥¥¥




SHA-512 Overview

1. Append Padding Bits:
- Pad message so its length is congruent to 1024

- Padding is always added
- Padding consists of single 1-bit followed by the

necessary no of 0-bits

2. Append Length:
- A 128-bit length value of original message is

appended to the result of step 1.

- If the original message is greater than 21?8 then only
the lower order 128 bits of the length are used.

- Thus the field contains length of the original
message



512 bit message digest (secure against brute force attack)

— Block size: 1024 bits

SHA-512

. Augmented message: multiple of 1024-bit blocks g|
Block 1 Block 2 Block N
1024 bits 1024 bits soe 1024 bits
i’ Y l
Compression
function function
512 bits 512 bits 512 bits 512 bits »(512 bits
Initial L l Message
value digest
— Digest drokeY dowY iYto 64 ditwords Palled A—H
i 16 words, cach of 64 bits = 1024 bits o
(] >
Message
block
8 words, cach of 64 bits =512 bits Ly
| Dy “1
Message AlBlcIpleElF |G 44

digest




Word Expansion in SHA-512

3. Word Expansion:

* Block of 16 words expanded to 80 words

— Used by 80-round compression function

Wi—l6 Wi—lS Wi—7 Wi—'?_

| ROtShift1_8_7 (Wi—15) I | ROtShift19_6|_6 (Wi_z) |

Block of 16 words = 1024 bits

=
=
=
=
=
=

e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e em em em em em e em Em Em o e e e e e e e - - - = = = e e e ]

RotShift) ., (x): RotR; (x) () RotR,, (x)(¥) ShL,, (x)

RotR; (x): Right-rotation of the argument x by i bits
ShL;(x): Shift-left of the argument x by i bits and padding the left by O’s.



SHA-512 Round Function

1024 bits - Wy Wy Wy Wy, Wio16Wep1s Wipy Wips
i@ L
M;
XOR

Yy s
Wi

Wo | Wy | ¥¥¥ Wis

YY¥Y Wy | ¥y

64 bits



Word Expansion in SHA-512

* Each word function of Wiie  Wias Wi Wi
previous 4 words I RotShifl,_£,7(Wi_,5) |J RotShifl,g_[m_{,(Wi_z)
— Combined with XOR ! !
— Confusion added with ®

rotation and shifting

(not invertible)
Right rotation i bits

S>> 2> 2] >
RotShift i-j-k /
Right rotation j bits
\4% 4 Edkd dkd e /

Left shift k bits
(adding O’s to end)

<l €] €10 0]J0JO0]O




SHA-512 Initial Digest

8 words. each of 64 bits =512 bits

5. Initializing values of
Buffers

* Designed for appearance
of Ta¥YdowYess
— Created from first 8 primes
(2,3,5,7,11, 13,17, 19)
— Take square root

— Take first 64 digits of
fractional part

Message
digest

o

|

[‘

A

B

C B3 E [ G |BH

6A09E667F3BCC908

BB67AE8584CAAT73B

3COEF372EF94F828

AS4FES53A5F1D36F1

510E527FADE682D1

9BO5688C2B3E6CLF

1F83D9ABFB41BD6OB

T|IO(M{M|OIO|T|>

5BEOCD19137E2179
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SHA-512 Coion Function

Results of the previous block or the initial digest

A B C D E F G
i @
* 80 rounds —t 4
— Each creates new 1 I I !
TYterwediate Rowid
message digest A IR S S L

* Final stage is sum
(mod 2°%) of:

— Initial round digest
— Final round digest

W,

!

|

Round 79

¥ 4 ¥ ¥ K ¥ ¥ ¥

A B C D E F G H

l" l Y'Y A 4 4 \L YY . AD TP !__VV—_* Yy
ina | ~-

adding T ’ —*MW + —F Rl { ' ] { + J +

Y Y v v A4 v v

A B C D E F G H

CNS Values for the next block or the final digest




SHA-512 Compression Function

Results of the previous block or the initial digest

A B C D E F G H

Each round i | = |
function of: 1 I 4
* Previous message Round 0
digest T TR

* Word W, :
+ Rou¥dKeLl K, Ll

created from g

fractional parts of ST T IR e .
. A B C D E F G H

square root of first

80 prime numbers

(like initial message | |

digest values) el (] H (0 ] (H [(H [

adding

Y v 47 A4 v v v v
A B C D E F G H

CNS Values for the next block or the final digest




SHA-512 Round Function
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SHA-512 Round Function

Ch(e,f,g) = (e AND f) XOR (NOT e ANDg)

Maj(a,b,c) = (a AND b) XOR (a AND c) XOR (b ANDc)
> (a) = ROTR(a,28) XOR ROTR(a,34) XOR ROTR(a,39)
> (e) = ROTR(e,14) XOR ROTR(e,18) XOR ROTR(e,41)
+ = addition modulo 264

Kt = a 64-bit additive constant

Wt = a 64-bit word derived from the current 512-bit input
block. N



Other Secure HASH functions

SHA-1 SHA- |MD5 |RIPEMD-
512 160
Digest 160 bits |b12 bits 128 160 bits
length bits
Basic unit of |512 bits 1024 512 512 bits
processing bits bits
Number of |80 80 64 160 (b
steps (4 rounds (4 rnds |paired
of 20) of 16) |rnds of
16)
Maximum 264-1 bits |2128_1
message bits

size




HMAC

e Uses a MAC derived from a
cryptographic hash code, such as SHA-1.

e Motivations:

—Cryptographic hash functions executes
faster in software than encryptoin
algorithms such as DES

—Library code for cryptographic hash
functions is widely available

—No export restrictions from the US



K" ipad

D

a

b bils

HMAC Overview

f hits

e @ YL—I

' b hils .,

HMAC, = H[(K* @ opad)||H[(K* @ ipad)||M]]

- - >
Si Yo Yy .
1v—"Pits Wl Hash
K+ {]pﬂd i1 bits

1V

H = hash function
M = Message

C—Jusiian Y, = ith block of M, 0 < i < L-1

L = no. of blocks in M

b bits padtobbits  h = no. of bits in a block (based on chosen
l v hash f0)
S, n = length of hash code
+ K = secret key
o bits K* = K padded with zeros on the left so that
»| Hash the length is b bits

7 hits
HMACE(M)

ipad = 00110110(0x36) repeated b/8 times
opad = 01011010(0x5C) repeated b/8 times




HMAC Advantages

e Existing hash function can be implemented in HMAC
e Easy to replace with more secure or updated hash algorithm
e HMAC is proven more secure than hash algorithms

HMAC Security

e Proved security of HMAC relates to that of the underlying hash
algorithm
e Attacking HMAC requires either:

— brute force attack on key used

— birthday attack (but since keyed would need to observe a very
large number of messages)

e Choose hash function used based on speed verses security

constraints



CMAC (Cipher-based MAC)

°—Flashless_I\/IAC

—Uses an encryption algorithm (DES, AES,
etc.) to generate MAC

—Based on same idea as cipher block
chaining

 Compresses result to size of single block
(unlike encryption



CMAC Overview

M;: Message block i

Ml M2 cee MN
Y
»?«— k
Y
Encryption Encryption e | Encryption
algorithm l algorithm algorithm

CMAC function

m 0-bits

K 2
| Encryption
"| algorithm

Multiply
by x or x°

Key-generator for last step

Select n
leftmost bits

n-bit CMAC
* Message broken into N blocks

* Each block fed into an encryption algorithm
with key

e Result XOR’d with Yed7t dloDk defore

encryption to make final MAC



CMAC Facts

* Advantages:
— Can use existing encryption functions

— Encryption functions have properties that resist pre-
image and collision attacks
» Cipher teit desigYed to appear liké Ta¥Ydow Yoise
— good approximation of random oracle model
* Most exhibit strong avalanche effect — minor

change in message gives great change inresulting
MAC

* Disadvantage:

— Encryption algorithms (particularly when chained) can
be much slower than hash algorithms



Unit 3 — Outline

* Authentication requirement

e Authentication functions

MAC

Hash function

Security of hash function and MAC

MD5 and SHA

HMAC and CMAC

Digital signature and authentication protocols
DSS — El Gamal — Schnorr




Authentication Protocols

* Used to convince parties of each others
identity and to exchange session keys

* May be one-way authentication or
mutual authentication

* Key issues are
— confidentiality — to protect session keys
—timeliness — to prevent replay attacks



Replay Attacks

 Examples of replay attacks:
— simple replay (copies message and replays)

— repetition that can be logged (within time frame)

— repetition that cannot be detected (Actual msg
suppressed)

— backward replay without modification (to sender)
 Countermeasures include
— use of sequence numbers (generally impractical)

— timestamps (needs synchronized clocks)
— challenge/response (using unique nonce)



Mutual Authentication
Using Symmetric Encryption

* Atwo-level hierarchy of keys are used.

* Usually with a trusted Key Distribution Center
(KDC)
— each party shares own master key with KDC

— KDC generates session keys used for connections
between parties

— master keys used to distribute the session keys to them



Needham-Schroeder Protocol

* Original third-party key distribution protocol
* For session between A and B mediated by KDC
* Protocol overview is:

1. A>KDC 1D, || ID; || N,

2. KDC>A :E[Ks || IDg || N, || EgplKs| [ID,]]
3. A>B : E [Ks| |ID,]

4. BSA : E [N,

5. A>B  E, [f(N2)]



Needham-Schroeder Protocol

* Used to securely distribute a new session
key for communications between A & B

e Butis vulnerable to a replay attack if an old
session key has been compromised

—then message 3 can be resent convincing B
that is communicating with A

* Modifications to address this require:

—timestamps
—using an extra nonce



Mutual Authentication
Using Public-Key Encryption

* Have a range of approaches based on the
use of public-key encryption

* Need to ensure that they have correct public
ceys for other parties

* Using a central Authentication Server (AS)

* Various protocols exist using timestamps or
nonces



Denning AS Protocol

* Denning presented the following:

1. ASAS:ID, || ID,

2. ASSA : Epe. [ID,| | KU, | |T] |]
EKRas[IDBl |KUb| |T]

3.A->B : Exrasl/Dal IKU,| | T] ]
Exrasl/Ds | [KU, [ |T] ||

EKUb[EKRa[Ksl |T]]
* Note session key is chosen by A, hence AS need not
be trusted to protect it
* Timestamps prevent replay but require
synchronized clocks



One-Way Authentication

* Required when sender & receiver are not in
communications at same time (eg. email)

* Have header in clear so can be delivered by email
system

 May want contents of body protected & sender
authenticated



Using Symmetric Encryption

e Can refine use of KDC dut Pan’t havefinal
exchange of nonces, vis:

1. A>KDC :ID, || IDg || N,

2. KDC>A ' E[Ks || IDg || N, |
E..[Ks||ID,] ]

3. A—-B : Exp[Ks||ID4) || Egs[M]

* Does not protect against replays

— could rely on timestamp in message, though email
delays make this problematic



Public-Key Approaches

* Have seen some public-key approaches

* |f confidentiality is major concern, can use:
A—B ' EcuplKS] | | Ex[M]
— has encrypted session key, encrypted message

* |f authentication needed use a digital signature
with a digital certificate:

AS>B 1M || EqgalH(M)] || EqgaslT1 1D4] [KU,]
— with message, sighature, certificate



Digital Signatures

Inclusion: A conventional signature Is included In the
document; it i1s part of the document.

But when we sign a document digitally, we send the
signature as a separate document.

Verification: For a CS, when the recipient receives a

document,

she compares the signature on the

document with the signature on file.
For a DS, the recipient receives the message and the

signature.

he recipient needs to apply a verification

technique to the combination of the message and the
signature to verify the authenticity.



Digital Signatures

Relationship: For a CS, there is normally a one-to-
many relationship between a signature and
documents.

For a DS, there Is a one-to-one relationship between
a signature and a message.

Duplicity: In CS, a copy of the signed document
can be distinguished from the original one on file.

In DS, there Is no such distinction unless there is a
factor of time on the document.
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Digital Signature Properties

[t must
authenticate the
contents at the
time of the
signature

It must verify the
author and the

date and time of
the signature

It must be
verifiable by
third parties, to
resolve disputes



Key-only
attack

Known
message
attack

Generic
chosen
message
attack

Directed
chosen
message
attack

Adaptive
chosen
messaﬁe
attac

Attacks

Conly knows A’s public key

Cis given access to a set of messages and their
signatures

C chooses alist of messages before attempting to
break A’s signature scheme, independent of A’s

public key; C then obtains from A valid signatures for
the chosen messages

Similar to the generic attack, except that the list of
messages to be signed is chosen after C knows A’s
public key but before any signatures are seen

C may request from A signatures of messages that

depend on previously obtained message- signature
pairs



Total break

o C

determines
A’s private
key

Forgeries

Universal
forgery

e C finds an
efficient
signing
algorithm
that provides
an equivalent
way of
constructing
signatures on
arbitrary
messages

Selective
forgery

e Cforgesa
signature for
a particular
message
chosen by C

Existential
forgery

e Cforgesa
signature for
at least one
message; C
has no
control over
the message




Digital Signature Requirements

The signature must be a bit pattern that depends on the
message being signed

The signature must use some information unique to the
sender to prevent both forgery and denial

It must be relatively easy to produce the digital signature

It must be relatively easy to recognize and verify the digital
signature

It must be computationally infeasible to forge a digital
signature, either by constructing a new message for an existing
digital signature or by constructing a fraudulent digital
signature for a given message

It must be practical to retain a copy of the digital signature in
storage



ELGamal Cryptosystem

The ElGamal Algorithm provides an alternative to the RSA for
public key encryption.

Security of the RSA depends on the difficulty of factoring
large integers.

Security of the ElIGamal depends on the difficulty of
computing discrete logs in a large prime modulus.

ElGamal has the disadvantage that the cipher text is twice as
long as the plaintext.

It has the advantage the same plaintext gives a different
cipher text (with near certainty) each time it is encrypted.



ELGamal Cryptosystem

Alice chooses
1) A large prime pj (say 200 to 300 digzts).
1) A prinutive element ay modulo py.
111) A (possibly random) integer dy with 2 < dy < ps—2.

Alice computes
. aa
) Pa=asy  (modpa).

Alice’s public key 1s (py, a5, Py). Her privare key 1s djy.

22



ELGamal Cryptosystem

Bob encrypts a short message M (M < p,) and sends it to
Alice like this:
1) Bob chooses a random wnteger k (which he keeps

secret).

i) Bob computes r= a.Ak (mod py) and = ﬁ;.\l (mod
Pa). and then discards k.

Bob sends his encrypted message (r, ) to Alice.

23



ELGamal Cryptosystem

When Alice recerves the encrypted message (r, f), she

decrypts (using her private key da) by computing f»

—d4

“ote = ﬁf M (o f ]_'E@L (mod py)

(s ™ M (0 7™ (mod py)
M (mod py)

24



ELGamal Cryptosystem

Even if Eve intercepts the ciphertext (r, f), she cannot
perform the calculation above becanse she doesn't know dy.

Ba=oay — (modpy). so dy=La,(Ba)

Eve can find 4, if she can compute a discrete log 1n the large

prime modulus py. presumably a computation that 1s too
difficult to be practical.

Cauntion: Bob should choose a different random integer k
for each message he sends to Alice.

25



ElIGamal Example

p,=11 and @A=2
Alice computes her key:

— chooses d,=5 & computes #,=2°> mod 11 = 10
— Public Key = (11, 2, 10)
— Private Key = (5)

Bob send messagem=1as (9, 1) by

— chosing random k=6

— computingr = «,* mod p, = 2° mod 11 = 9

— computing t = #,x.m mod p, = 106.1 mod 11 = 1
Alice recovers original message by computing:

10-5
—m = tr-9 mod p, = 1.9 mod 11 = 1



ElIGamal Example

p,=19 and @A=10
Alice computes her key:

— Achoosesd,=5 & computes #,=10°> mod 19 =
— Public Key = (19, 10, 3)

— Private Key = (5)

Bob send messagem=17as (11,5) by

— chosing random k=6

— computingr = «,* mod p, = 10° mod 19 = 11

— computing t = 8, *.m mod p, = 3¢ . 17 mod 19 =
Alice recovers original messagelgo\é computing:

3

5

—m = tr-9 mod p, = 5.11 mod 19 = 17



Schnorr Digital Signature

Scheme Is based on discrete logarithms

Minimizes the message-dependent amount of
computation required to generate a signature
« Multiplying a 2n-bit integer with an n-bit integer

Main work can be done during the idle time of the
processor

Based on using a prime modulus p, with p — 1 having
a prime factor q of appropriate size
* Typically p 1s a 1024-bit number, and q Is a 160-Dbit
number



Schnorr Digital Signature

Generation of Private-Public Key Pair:
Choose prime p and @, such that q Is a prime

factor of p-1.

Choose an integer a, such that a%=1 mod p.
(a, p and g are the global public keys and
common to all users of a group)

Choose a random integer s with 0<s<q.
(This s’ is user’s private key)

Calculate v=a* mod p.

(This ‘v’ is user’s public key)



Schnorr Digital Signature

Generation of signature with Private-Public
Key Pair (s-V):

Choose a random integer r with 0<r<q and
compute X = a" mod p.

Concatenate the message M with x and hash
the result to compute the value e = H(M||x)
Compute y = (r+se) mod @.

The signature consists of the pair (e, y)



Schnorr Digital Signature

Signature verification by any other user:
Compute x’ =a¥ v¢ mod p.
Verify that e = HM||x’)

To Prove this:
X’ =aYvet=a¥a®* =a’* =a =x(mod p)

Hence HM||x’) = H(M||x)



Unit 4 — Outline

Authentication applications:

— Kerberos
— X.509

« Authentication services

Internet Firewalls for

Trusted System:

— Roles of Firewalls

— Firewall related terminology
— Types of Firewalls

— Firewall designs

— Firewalls design principles.

SET for E-Commerce
Transactions

Intruder

e Intrusion detection
system

Virus and related threats
o Countermeasures
Trusted systems

Practical implementation of
cryptography and security.



Security Concerns

« Key concerns are confidentiality and
timeliness

« To provide confidentiality must encrypt
Identification and session key Info

« Which requires the use of previously shared
private or public keys

* Need timeliness to prevent replay attacks

* Provided by using sequence numbers or
timestamps or challenge/response




KERBEROS

e Users wish to access services on servers.

e Three threats exist:
— User pretends to be another user.
— User alter the network address of a workstation.

— User eavesdrop on exchanges and use a replay
attack.



Kerboros

Provides a centralized authentication server
to authenticate users to servers and servers

to users.

Relies on conventional encryption, making
no use of public-key encryption

Two versions: version 4 and 5
Version 4 makes use of DES



Kerberos

« Motivation: 3 Approaches

1. Rely on each individual client to assure the
Identity of the user to enforce security
policy based on user identification.

2. Require that client systems authenticate
themselves to servers

3. Require that the user to prove his or her
Identity for each service invoked



Kerberos

« Motivation: Requirements

— Secure: Eavesdropper should not be able to
obtain the necessary info. to impersonate a user.

— Reliable: Should be highly reliable and should

employ a distri
system able to

— Transparent:

outed server architecture with one
pack up another.

Jser should not be aware that

authentication is taking place beyond the

requirement to

enter the password.

— Scalable: System should be capable of supporting
large numbers of clients and servers.



Kerberos Version 4




A Simple Authentication Dialogue




Version 4 Authentication Dialogue

 Problems:

— User would need a new ticket for every different
service.

— Since the plaintext transmission of the password
IS Involved, an eavesdropper could capture the
pw and use any accessible service.

Lifetime associated with the ticket-granting ticket
If too short = repeatedly asked for password
If too long => greater opportunity to replay



Ticket Granting Server Scenario

Once Per User Logon Session

1.C > AS: ID. || 1D

2. AS =2 C: E(Kc , Ticket,y)
Once Per Type of Service

3.C 2> TGS: IDc || IDy || Ticket,,
4. TGS = C: Ticket,,

Once Per Service Session

5.C =2 V. ID. || Ticket,,

Ticketyg, = E( Kigs [1Dc || AD || IDygs || TS, || Lifetime,] )
Tickety, = E( Ky, [IDc || AD, || IDy || TS, || Lifetime,] )

CNS




Ticket Granting Server Scenario

» Problems:
* Lifetime associated with the ticket-granting ticket
* |f too short = repeatedly asked for password
* |f too long => greater opportunity to replay

* There may be a requirement for servers to
authenticate themselves to users.



Version 4 Authentication Dialogue

Authentication Service Exhange: To obtain Ticket-Granting Ticket

(1) C-> AS: IDc || IDtgs |[TS1
(2) ASS C: Eye [Keqsll 1Dtgs || TS, || Lifetime, || Ticketigs]

Ticket-6ranting Service Echange: To obtain Service-6ranting Ticket
(3) C> TGS: IDv || Ticketigs || Authenticatorc
(4) TES>C: Exc [Kev|| IDv || TS4 || Ticketv]

Client/Server Authentication Exhange: To Obtain Service
B)C > V: Ticket, || Authenticatorc
(6) V> C EKc,v[TSH +1]




Overview of Kerberos

onee per
user logon
SCSSHMN

L. User logs on to
warkstation and
requests service on host

neket + cession k&Y

P Authenticatio
o

1 Server (TGS)

2, AS vernifies user's wecess right in
database, creates ticket-granting licket
andd session key. Results are encrypted
using key denved from user's password.

Kerberos

Server (AS)

Ticket-
granting

\H\mwc Y

type of service

3. Workstatnon prompis
user for password and
uses password 1o decrypt
incoming message, then
sends ticket and
authenticator that
COMAING user's name,
network address, and
time o TGS,

€y,
Ong r

wc:\":ig:wwinn '1/0,
5. Workstanon scmds ) B
ticket und authenticator
1O server,

4. TGS decrypts ticket and
authenficator, verfies reguest.
then creates ticket for requested
server,

6. Scerver verifies that
ticket and authenticator
match, then grants access
s service, 1 mutual
authentication 1
required. server returns
an authenticator,



Kerberos Exchanges



Kerberos Realms & Multiple Kerbel

A Full-Service Kerberos Environment
called Kerberos Realm consists:

1. Kerberos Server

2. No. of Clients

3. No. of Application Servers



Kerberos Realms & Multiple Kerbel

Application Servers Requirements:

1. Kerberos Server must have the user ID and
hashed passwords of all participating users in its
database. AIll users are registered with the
Kerberos Server.

2. Kerberos Server must share a secret key with each
server. All servers are registered with the
Kerberos server.

3. The Kerberos Server in each interoperating realm
shares a secret key with the server in other realm.
2 Kerberos servers are registered with each other.



Reqguest for Service in Another Realm

Realm A

1. Request ticker for
local TGS

2. Ticket for local TGS

3. Request ticker for
remote TGS

4, Ticket for remote
TGS

5. Request ticker for
remote server

6. Ticket for remote
server

/. Request for remote
service

Kkerberos

Kerberos

CNS



Difference Between Version 4 and 5

* Encryption system dependence (V.4 DES)
* Internet protocol dependence

» Message byte ordering

* Ticket lifetime

 Authentication forwarding

* Interrealm authentication



X.509 Authentication Service

e Distributed set of servers that maintains a
database about users.

 Each certificate contains the public key of a
user and Is signed with the private key of a

CA.

 |sused in SIMIME, IP Security, SSL/TLS
and SET.

« RSA iIs recommended to use.



X.509 Formats

Version
Certificate
Sions Serial Number
Srgaarre algorithm
algorithm~ j--------- T
identifier bzl
Issuer Name
Periodof | f«_ﬂ_llcf»_rg _____
validity not after
Subject Name
Subject’s ¢,
public key< | _____ parameters
info key
Issuer Unique
Identifier
Subject Unique
Identifier
Extensions
Signature .%

(1) X.509 Certificate

Version |

Version 2

e rsions

Version 3

blgnu.lure algorithm
algorithm< f-------—--- R
identifier el
Issuer Name
This Update Date
Next Update Date

certificate

Revoked { user certificate serial #

Revoked
certificate

Signature

revocation date

algorithms

(b) Certificate Revocation List



Typical Digital Signature
Approach

M
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(b) Using public-key encryption




Obtaining a User’s Certificate

« Characteristics of certificates generated by
CA:

— Any user with access to the public key of the
CA can recover the user public key that was
certified.

— No part other than the CA can modify the
certificate without this being detected.



X.509 CA Hierarchy
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Revocation of Certificates

 Reasons for revocation:

— The users secret key Is assumed to be
compromised.

— The user is no longer certified by this CA.

— The CA’s certificate 1s assumed to be
compromised.



Authentication Procedures

LAty ry By spoliata, g, (Rl

fa] Ome-way aulhenticalion

1. ‘1“_-1' I'A. H, SEIIUHLH_. EHI.:h I[‘.L’Il |l

L Bitg, rg. A, £y sgnlbata, Egpr Kyl

(h) T'wo-way anthentication

L ALy ry, By spoDala, Eg gy, (Kl

2. By, ry. A, . sgnbata, B, | Kyl

(¢} Three-way authentication

Figure 4.5 X.509 Strong Authenticativn I'rocedures



Firewalls



Firewall

Internal (protected) network External (untrusted) network
(e.g., enterprise network) Firewall (e.g., Internet)

)
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s
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Need for Firewalls

Centralized data processing system, with a central
mainframe supporting a no. of directly connected terminals

Local area networks (LANS) interconnecting PCs and
terminals to each other and the mainframe

Premises network, consisting of a number of LANS,
Interconnecting PCs, servers, and a mainframe or two

Enterprise-wide network, consisting of multiple,
geographically distributed premises networks
Interconnected by a private wide area network (WAN)

Internet connectivity, in which the various premises
networks all hook into the Internet and may or may not also
be connected by a private WAN



Design Goals of Firewalls

1. All traffic from inside to outside, and vice versa,
must pass through the firewall.

— This is achieved by physically blocking all access to the
local network except via the firewall.

2. Only authorized traffic, as defined by the local

security policy, will be allowed to pass.

— Various types of firewalls are used, which implement
various types of security policies.

3. The firewall itself Is Immune to penetration.

— This implies the use of a hardened system with a secured
operating system.



Characteristics of Firewalls

Service control: Determines the types of Internet services that
can be accessed, inbound or outbound. The firewall may filter
traffic on the basis of IP address, protocol, or port number.
Direction control: Determines the direction in which
particular service requests may be initiated and allowed to
flow through the firewall.

User control: Controls access to a service according to which
user Is attempting to access It.

Behavior control: Controls how particular services are used.
For example, the firewall may filter e-mail to eliminate spam,
or it may enable external access to only a portion of the
Information on a local Web server.



Capabilities of Firewalls

1. A firewall defines a single choke point that keeps
unauthorized users out of the protected network,
prohibits potentially vulnerable services from entering
or leaving the network, and provides protection from
various kinds of IP spoofing and routing attacks.

2. A firewall provides a location for monitoring
security-related events like auditing and alarms.

3. A firewall 1s a convenient platform for several
Internet functions that are not security related like
network address translator and network mgmt. function.

4, A firewall can serve as the platform for 1PSec and



Limitations of Firewalls

1. The firewall cannot protect against attacks that
bypass the firewall.

2. The firewall may not protect fully against
Internal threats, such as a disgruntled employee or
an employee who unwittingly cooperates with an
external attacker.

3. An improperly secured wireless LAN may be
accessed from outside the organization.

4. A laptop, PDA, or portable storage device may
be used and infected outside the corporate
network, and then attached and used internally.



Types of Firewalls

1. Packet Filtering Firewall

A firewall may act as a packet filter.

It can operate as a positive filter, allowing to pass
only packets that meet specific criteria, or as a
negative filter, rejecting any packet that meets
certain criteria.

A packet filtering firewall applies a set of rules to
each Incoming and outgoing IP packet and then
forwards or discards the packet.

The firewall is typically configured to filter packets



1. Packet Filtering Firewall

[Lnd-lo-cnd Application End-lo—cnd
transport transport
connection connection




1. Packet Filtering Firewall

* Filtering rules are based on info. in network packet:

— Source IP address: The IP address of the system that
originated the IP packet (e.g., 192.178.1.1)

— Destination IP address: The IP address of the system
the IP packet is trying to reach (e.g., 192.168.1.2)

— Source and destination transport-level address: The
transport-level (e.g., TCP or UDP) port number

— IP protocol field: Defines the transport protocol

— Interface: For a firewall with three or more ports, which
Interface of the firewall the packet came from or which
Interface of the firewall the packet Is destined for



1. Packet Filtering Firewall

« The packet filter is typically set up as a list of rules
based on matches to fields in the IP or TCP header.

 If there 1S a match to one of the rules, that rule Is
Invoked to forward or discard the packet.

o If

there 1s no match to any rule, then a default

action is taken.
« Two default policies are possible:

Default = discard: That which Is not expressly
permitted Is prohibited.

Default = forward: That which 1s not expressly

orohibited Is permitted.



1. Packet

 Following table

Filtering Firewall

gives some examples of

packet filtering rule sets.
* In each set, the rules are applied top to bottom.

* The “*” 1n a fielc
matches everythi

|1s a wildcard designator that

ng.

« We assume that t
In force.

ne default = discard policy IS



action ourhost port | theirhost | port comment
block . » SPIGOT > we don't trust these people
allow OUR-GW 25 - = connection to our SMTP port
Rule Set B
action ourhost port | theirhost port comment
block < ’ * = default
Rule Set C
action ourhost port | theirhost port comment
allow 1 s v 25 connection to their SMTP port
Rule Set D
action sTe port dest port flags comment
allow |our hosts] . 4 25 our packets to their SMTP port
allow ¢ 25 s -2 ACK | their replies
Rule Set E
action STC port dest port flags comment
allow {our hosts) » o > our outgoing calls
allow - * ~ * ACK | replies to our calls
allow . = . >1024 traffic to nonservers



http://www.rreejjiinnppaauull.ccoomm/

Packet Filtering Firewall-Rule Set

A. Inbound mail i1s allowed, but only to a gateway
host, however, packets from SPIGOT, are blocked

because that host has a history of sending massive
files in e-mail messages.
B. This i1s an explicit statement of the default policy.
C. This rule set Is intended to specify that any
Inside host can send mail to the outside.
D. This rule set achieves the intended result that
was not achieved in C.
E. This rule set i1s one approach to handling FTP
connections.



Attacks on Packet Filtering Firewall

* |P address spoofing: The intruder transmits packets
from the outside with a source IP address field
containing an address of an internal host.
* The countermeasure Is to discard packets with an
Inside source address If the packet arrives on an
external interface.
« Source routing attacks: The source station specifies
the route that a packet should take as It crosses the
Internet, that this will bypass security measures that do
not analyze the source routing information.
* The countermeasure is to discard all packets that
use this option. .



Attacks on Packet Filtering Firewall

« Tiny fragment attacks: The iIntruder uses the IP
fragmentation option to create extremely small
fragments and force the TCP header information into a
separate packet fragment.
* Countermeasure: A tiny fragment attack can be
defeated by enforcing a rule that the first fragment
of a packet must contain a predefined minimum
amount of the transport header. If the first fragment
IS rejected, the filter can remember the packet and
discard all subsequent fragments.

CNS



2. Stateful Inspection Firewall

End-to-end Application| | End-to-end
transpori transport
connection connection

CNS



2. Stateful Inspection Firewall

* A packet filtering firewall permit inbound network
traffic on all high-numbered ports for TCP-based
traffic to occur.

* This creates a vulnerability that can be exploited by
unauthorized users.

* A stateful inspection packet firewall tightens up the
rules for TCP traffic by creating a directory of
currently established outbound TCP connections

* The packet filter will now allow incoming traffic to
high-numbered ports only for those packets that fit the
profile of one of the entries In this directory.

CNS



2. Stateful Inspection Firewall

Somrce Address | Sowrce Porl Dreslifialion Destifialion Porl | Coffieclion
Address Slale
187,168 1,100 1030 J011RR A Fstablished
192.1681.102 103 216314211 & F:stablished
162.1681. 101 1033 | 3661211 B Fstablished
192.165.1. 106 1033 |71 1313212 [ F:stablished
INALNE 19500 |92.168. 1.6 & F:stablished
NN M2 |02.168. 1.6 A Fstablished
097121218 174 |92.168. 1.6 & F:stablished
MIZRB 1035 |92.168. 1.6 & F:stablished
minn 10 |92.168. 1.6 & F:stablished

CNS




2. Stateful Inspection Firewall

« A stateful packet inspection firewall reviews the
same packet information as a packet filtering firewall,
but also records information about TCP connections.

« Some stateful firewalls also keep track of TCP
sequence numbers to prevent attacks that depend on
the sequence number, such as session hijacking.

* Some even Inspect limited amounts of application
data for some well-known protocols like FTP, IM and
SIP commands, In order to identify and track related
connections.



3. Application Level Gateway

Internal
transport
connection

Application proxy
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Network
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transport
connection



3. Application Level Gateway

« An application-level gateway, also called an
application proxy, acts as a relay of application-level
traffic.

* The user contacts the gateway using a TCP/IP
application, such as Telnet or FTP, and the gateway
asks the user for the name of the remote host to be
accessed.

* When the user responds and provides a valid user
ID and authentication information, the gateway
contacts the application on the remote host and relays

TCP segments containing the application data between
the two endpoints.

NS



3. Application Level Gateway

* |If the gateway does not implement the proxy
code for a specific application, the service Is
not supported and cannot be forwarded across
the firewall.

 Further, the gateway can be configured to
support only specific features of an
application that the network administrator
considers acceptable while denying all other
features.



3. Application Level Gateway

* Application-level gateways tend to be more
secure than packet filters.

 Rather than trying to deal with the numerous
possible combinations that are to be allowed and
forbidden at the TCP and IP level, the
application-level gateway need only scrutinize
a few allowable applications.

 In addition, 1t I1s easy to log and audit all
Incoming traffic at the application level.



3. Application Level Gateway

* A prime disadvantage of this type of gateway
IS the additional processing overhead on each
connection.

* In effect, there are two spliced connections
between the end users, with the gateway at the
splice point, and the gateway must examine and
forward all traffic in both directions.



4. Circuilt Level Gateway
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4. Circuit Level Gateway

A fourth type of firewall is the circuit-level gateway
or circuit-level proxy.

* This can be a stand-alone system or It can be a
specialized function performed by an application-
level gateway.

 As with an application gateway, a circuit-level
gateway does not permit an end-to-end TCP
connection.

 Rather, the gateway sets up two TCP connections,
one between itself and a TCP user on an inner host and
one between itself and a TCP user on an outside host.




4. Circuit Level Gateway

* Once the two connections are established, the
gateway typically relays TCP segments from
one connection to the other without examining
the contents.

* The security function consists of determining
which connections will be allowed.

* A typical use of circuit-level gateways Is a
situation In which the system administrator
trusts the internal users.



4. Circuit Level Gateway

* The gateway can be configured to support
application-level or proxy service on inbound
connections and circuit-level functions for
outbound connections.

* In this configuration, the gateway can incur the
processing overhead of examining incoming
application data for forbidden functions but
does not Incur that overhead on outgoing data.




